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7.6: Chapter 7 Key Terms

Central Limit Theorem
Given a random variable (RV) with known mean  and known standard deviation . We are sampling with size n and we are

interested in two new RVs - the sample mean, . If the size n of the sample is sufficiently large, then . If the

size n of the sample is sufficiently large, then the distribution of the sample means will approximate a normal distribution
regardless of the shape of the population. The expected value of the mean of the sample means will equal the population mean.
The standard deviation of the distribution of the sample means, , is called the standard error of the mean.

Confidence Interval (CI)
An interval estimate for an unknown population parameter. This depends on:

The desired confidence level.
Information that is known about the distribution (for example, known standard deviation).
The sample and its size.

Critical Value
The  or  value set by the researcher that measures the probability of a Type I error, .

Hypothesis
A statement about the value of a population parameter. In case of two hypotheses, the statement assumed to be true is called the
null hypothesis (notation ) and the contradictory statement is called the alternative hypothesis (notation ).

Hypothesis Testing
Based on sample evidence, a procedure for determining whether the hypothesis stated is a reasonable statement and should not
be rejected, or is unreasonable and should be rejected.

Normal Distribution
For a continuous random variable (RV), where  is the mean of the distribution, and  is the standard deviation, notation: 

. If  and , the RV is called the standard normal distribution.

Standard Deviation
A number that is equal to the square root of the variance and measures how far data values are from their mean, on average;
notation:  for sample standard deviation and  for population standard deviation.

Standard Error of the Mean
The standard deviation of the distribution of the sample means, , is called the standard error of the mean.

Student's t-Distribution
Investigated and reported by William Sealy Gossett in 1908 and published under the pseudonym Student. The major
characteristics of the random variable (RV) are:

The distribution is symmetrical about its mean of zero. However, it is more spread out and flatter than the normal
distribution.
It approaches the standard normal distribution as  gets larger. When  ≥ 100, the t-distribution and standard normal
distribution are interchangeable.
There is a "family" of t-distributions: every representative of the family is completely defined by the number of degrees of
freedom which is one less than the number of observations.

Test Statistic
The formula that counts the number of standard errors on the relevant distribution that estimated parameter is away from the
hypothesized null value.
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The decision is to reject the null hypothesis when, in fact, the null hypothesis is true.

Type II Error
The decision is not to reject the null hypothesis when, in fact, the null hypothesis is false.
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