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15.7: Eigenvalues and Eigenvectors
Since square matrices are operators, it should not surprise you that we can determine its eigenvalues and eigenvectors. The
eigenvectors are analogous to the eigenfunctions we discussed in Chapter 11.

If  is an  matrix, then a nonzero vector  is called an eigenvector of  if  is a scalar multiple of :

The scalar  is called the eigenvalue of , and  is said to be an eigenvector. For example, the vector  is an eigenvector of

with eigenvalue :

Notice that the matrix , like any other  matrix, transforms a 2-dimensional vector into another one that in general will lie on
a different direction. For example, if we take , this matrix will transform it into , which has a different
orientation. However, the vector  is special, because this matrix transforms it in a vector that is a multiple of itself: 

. For this particular vector, the matrix behaves as a number! (in this case the number -2). In fact, we have a
whole family of vectors that do the same: , or in other words, any vector parallel to the axis. There is
another family of vectors that makes  behave as a number: , or in other words, any vector parallel to the axis
makes  behave as the number 1.

The argument above gives a geometrical interpretation to eigenvectors and eigenvalues. For a  matrix, there are two ‘special’
lines in the plane. If we take a vector along one of these lines, the matrix behaves as a number we call the eigenvalue, and simply
shrinks or expands the vector without changing its direction.

The vectors  and  are the two eigenvectors of

What are the corresponding eigenvalues?

Solution
By definition:

where  is the eigenvector corresponding to 

We have:

and therefore .

For the second eigenvector:

where  is the eigenvector corresponding to 

We have:
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and therefore .

The obvious question now is how to find the eigenvalues of a matrix. We will concentrate on  matrices, although there are of
course methods to do the same in higher dimensions.

Let’s say that we want to find the eigenvectors of

The eigenvectors satisfy the following equation:

Our first step will be to multiply the right side by the identity matrix. This is analogous to multiplying by the number 1, so it does
nothing:

We will now group all terms on the left side:

distribute :

and group the two matrices in one:

multiplying the matrix by the vector:

which gives:

We do not want to force  to be zero, because we are trying to determine the eigenvector, which may have . Then, we
conclude that

which is a quadratic equation in . Now, note that  is the determinant

We just concluded that in order to solve
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we just need to look at the values of  that make the determinant of the matrix equal to zero:

Equation  is called the characteristic equation of the matrix, and in the future we can skip a few steps and write it down
directly.

Let’s start the problem from scratch. Let’s say that we want to find the eigenvectors of

We just need to subtract  from the main diagonal, and set the determinant of the resulting matrix to zero:

We get a quadratic equation in :

which can be solved to obtain the two eigenvalues:  and .

Our next step is to obtain the corresponding eigenvectors, which satisfy:

for 

for 

Let’s solve both side by side:

Notice that these two equations are not independent, as the top is a
multiple of the bottom one. Both give the same result: .
This means that any vector that lies on the line  is an
eigenvector of this matrix with eigenvalue .

Notice that these two equations are not independent, as the top is a
multiple of the bottom one. Both give the same result: .
This means that any vector that lies on the line  is an
eigenvector of this matrix with eigenvalue .
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Figure  shows the lines  and . Any vector that lies along the line  is an eigenvector with
eigenvalue , and any vector that lies along the line  is an eigenvector with eigenvalue . Eigenvectors that differ
only in a constant factor are not treated as distinct. It is convenient and conventional to normalize the eigenvectors. Notice that we
can calculate two normalized eigenvectors for each eigenvalue (pointing in one or the other direction), and the distinction between
one or the other is not important.

Figure : The eigenvectors of  (CC BY-NC-SA; Marcia Levitus)

In the first case, we have . This means that any vector of the form  is an eigenvector, but we are looking for the

value of  that makes this eigenvector normalized. In other words, we want , which gives . In
conclusion, both

are normalized eigenvectors of

with eigenvalue .

For , we have that . This means that any vector of the form  is an eigenvector, but we are looking for the

value of  that makes this eigenvector normalized. In other words, we want , which gives . In
conclusion, both

are normalized eigenvectors of

with eigenvalue 

Find the eigenvalues and nomalized eigenvectors of

The eigenvalues satisfy the characteristic equation:

For :
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Again, the two equations we get have the same information (or more formally, are linearly dependent). From either one, we get
.

Any vector of the form

is an eigenvector of  with eigenvalue .

To normalize the vector (Section 14.4), we calculate the modulus of the vector using the dot product:

(see Section 14.2 for a discussion of the dot product of complex vectors)

and we divide the vector by its modulus.

The normalized eigenvectors for  are, therefore,

For :

From either one, we get

Any vector of the form

is an eigenvector of  with eigenvalue .

To normalize the vector, we calculate the dot product:

The normalized eigenvectors for  are, therefore,

Matrix Eigenvalues: Some Important Properties 

1)The eigenvalues of a triangular matrix are the diagonal elements.
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2) If , ..., , are the eigenvalues of the matrix , then 

3) The trace of the matrix  is equal to the sum of all eigenvalues of the matrix .

For example, for the matrix

For a  matrix, the trace and the determinant are sufficient information to obtain the eigenvalues:  and .

4) Symmetric matrices-those that have a "mirror-plane" along the northeast-southwest diagonal (i.e. ) must have all real
eigenvalues. Their eigenvectors are mutually orthogonal.

For example, for the matrix

the three eigenvalues are , , , and the three eigenvectors:

You can prove the eigenvectors are mutually orthogonal by taking their dot products.
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