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22.4: Analyzing Trajectories
Analyzing Trajectories

Waiting‐Time Distributions, P

τ : Waiting time between arriving and leaving a state or P(k,t)

P : Probability of making k jumps during a time interval, t. → Survival
probability

P : Probability of waiting a time τ  between jumps? Waiting time distribution
→ FPT distribution

Let’s relate these...

Assume independent events. No memory of history – where it was in trajectory.

Flux: 

J: Probability of jump during ∆t. ∆t is small enough that J  1, but long enough to lose memory of earlier configurations.

The probability of seeing k jumps during a time interval t, where t is divided into N intervals of width Δt (t = N∆t) is given by the
binomial distribution

Here N≫k. Define rate λ in terms of the average number of jumps per unit time

Substituting this into eq. (22.4.1) Error! Reference source not found.. For N ≫ k, recognize

The last step is exact for lim N → ∞.

Poisson distribution for the number of jumps in time t.

Fluctuations: 

OK, now what about P  the waiting time distribution?

Consider the probability of not jumping during time t:

As you wait longer and longer, the probability that you stay in the initial state drops exponentially. Note that P (0, t) is
related to P  by integration over distribution of waiting times.
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Probability of jumping between t and t+∆t:

Probability of no decay for time <t decay on last

Reduction of Complex Kinetics from Trajectories

Integrating over trajectories gives probability densities.
Need to choose a region of space to integrate over and thereby define states:

States: Clustered regions of phase space that have high probability or long persistence.
Markovian states: Spend enough time to forget where you came from.
Master equation: Coupled first order differential equations for the flow of amplitude between states written in terms of
probabilities.

 is rate constant for transition from state n to state m. Units: probability/time. Or in matrix form: P=kP where k is the
transition rate matrix. With detailed balance, conservation of population all initial conditions will converge on equilibrium

This page titled 22.4: Analyzing Trajectories is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Andrei
Tokmakoff via source content that was edited to the style and standards of the LibreTexts platform.

dt → probability of jumping within t∫
t

0

Pw

(t)ΔtPw = (1 − ⟨k⟩Δ )t1

  

(1 − ⟨k⟩Δ ) … (1 − ⟨k⟩Δ )t2 tN

  

kΔt
 

= (1 − ⟨k⟩Δt kΔt ≈ k Δt)N e−kt

Pw

⟨τ⟩

= λe−λt

= t (t)t∫
∞

0

pw

⟨ ⟩τw

⟨ ⟩− ⟨τ 2
w τw⟩2

= 1/λ → the average waiting time is the lifetime(1/λ)

= (1/λ)2

= −
dPm

dt
∑
n

kn→mPn ∑
n

km→nPm

kn→m

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://chem.libretexts.org/@go/page/294371?pdf
https://chem.libretexts.org/Bookshelves/Biological_Chemistry/Concepts_in_Biophysical_Chemistry_(Tokmakoff)/06%3A_Dynamics_and_Kinetics/22%3A_Biophysical_Reaction_Dynamics/22.04%3A_Analyzing_Trajectories
https://creativecommons.org/licenses/by-nc-sa/4.0
https://chemistry.uchicago.edu/faculty/andrei-tokmakoff
https://tdqms.uchicago.edu/

