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CHAPTER OVERVIEW

1: Probability Theory

This chapter is devoted to a brief, and fairly low-level, introduction to a branch of mathematics known as probability theory.
1.1: What is Probability?
1.2: Combining Probabilities
1.3: Mean, Variance, and Standard Deviation
1.4: Continuous Probability Distributions
1.5: Exercises
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1.1: What is Probability?

What is the scientific definition of probability? Consider an observation made on a general system, .S. This can result in any one of
a number of different possible outcomes. Suppose that we wish to find the probability of some general outcome, X. In order to
ascribe a probability, we have to consider the system as a member of a large set, X, of similar, and similarly prepared, systems.
Mathematicians call such a group an ensemble (which is just the French for “group”). So, consider an ensemble, X, of similar
systems, S. The probability of the outcome X is defined as the ratio of the number of systems in the ensemble that exhibit this
outcome to the total number of systems, in the limit that the latter number tends to infinity. We can write this symbolically as
P(X)= lim @, (1.1.1)
2(X) -0 Q(Z)
where 2(X) is the total number of systems in the ensemble, and £2(X) the number of systems exhibiting the outcome X. We can
see that the probability P(X) must be a real number lying between 0 and 1. The probability is zero if no systems exhibit the
outcome X, even when the number of systems goes to infinity. This is just another way of saying that there is no chance of the
outcome X. The probability is unity if all systems exhibit the outcome X in the limit that the number of systems goes to infinity.
This is another way of saying that the outcome X is bound to occur.
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1.2: Combining Probabilities

Consider two distinct possible outcomes, X and Y, of an observation made on the system S, with probabilities of occurrence
P(X) and P(Y), respectively. Let us determine the probability of obtaining either the outcome X or the outcome Y, which we
shall denote P(X | Y'). From the basic definition of probability,

P(X|Y)= Q(lzi)rgm %, (1.2.1)
where 2(X | Y) is the number of systems in the ensemble that exhibit either the outcome X or the outcome Y. Now,
NX|Y)=02(X)+02(Y) (1.2.2)
if the outcomes X and Y are mutually exclusive (which must be the case if they are two distinct outcomes). Thus,
P(X|Y)=P(X)+P(Y), (1.2.3)

which means that the probability of obtaining either the outcome X or the outcome Y is the sum of the individual probabilities of
X and Y. For instance, with a six-sided die the probability of throwing any particular number (one to six) is 1/6, because all of the
possible outcomes are considered to be equally likely. It follows, from what has just been said, that the probability of throwing
either a one or a two is simply 1/6 +1/6, which equals 1/3.

Let us denote all of the M, say, possible outcomes of an observation made on the system S by X;, where ¢ runs from 1 to M. Let
us determine the probability of obtaining any one of these outcomes. This quantity is unity, from the basic definition of probability,
because each of the systems in the ensemble must exhibit one of the possible outcomes. But, this quantity is also equal to the sum
of the probabilities of all the individual outcomes, by Equation ([x2.4]), so we conclude that this sum is equal to unity: that is,

Y P(x)=1. (1.2.4)

i=1,M
The previous expression is called the normalization condition, and must be satisfied by any complete set of probabilities.

There is another way in which we can combine probabilities. Suppose that we make an observation on a system picked at random
from the ensemble, and then pick a second similar system, completely independently, and make another observation. We are
assuming that the first observation does not influence the second observation in any way. In other words, the two observations are
statistically independent of one another. Let us determine the probability of obtaining the outcome X in the first system and
obtaining the outcome Y in the second system, which we shall denote P(X ® Y). In order to determine this probability, we have
to form an ensemble of all the possible pairs of systems that we could choose from the ensemble (3). Let us denote this ensemble
Y. ® ¥. The number of pairs of systems in this new ensemble is just the square of the number of systems in the original ensemble,
SO

AT L) = 0(2) 25 (1.2.5)

Furthermore, the number of pairs of systems in the ensemble X' ® X that exhibit the outcome X in the first system and the
outcome Y in the second system is simply the product of the number of systems that exhibit the outcome X and the number of
systems that exhibit the outcome Y in the original ensemble, so that

N(XRY)=02(X)NY). (1.2.6)
It follows from the basic definition of probability that
N(XY)

PX®Y)= lim oo = POX)P(Y). (1.2.7)

Thus, the probability of obtaining the outcomes X and Y in two statistically independent observations is the product of the
individual probabilities of X and Y. For instance, the probability of throwing a one and then a two on a six-sided die is 1/6 x 1/6,
which equals 1/36.
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1.3: Mean, Variance, and Standard Deviation

What is meant by the mean or average of a quantity? Suppose that we wish to calculate the average age of undergraduates at the
University of Texas at Austin. We could go to the central administration building and find out how many eighteen year-olds,
nineteen year-olds, et cetera, were currently enrolled. We would then write something like

N]_g X18+N]_9 X19+N20X20+

Average Age ~ 1.3.1
ge ng Nig+ Nig+ Noy+- - ’ ( )
where Nig is the number of enrolled eighteen year-olds, et cetera. The probability that a randomly picked student is eighteen is
Nig
Py~ — 1.3.2
18 N, students ( )
where Ngtudents = IVN1g + N1g + Nog +- - - is the total number of enrolled students. (Actually, this definition is only accurate in

the limit that Ngtydents iS Very large.) We can now see that the average age takes the form
Average Age ~ Pjg x 18 4+ Pyjg X 19+ Pog x 20+ - - -. (1.3.3)

Finally, because there is nothing unique about the age distribution of students at UT Austin, for a general variable u, which can
take on any one of M possible values uy, ug, - - -, ups, with corresponding probabilities P(uq), P(uz),- -, P(upr), the mean or
average value of u, which is denoted (u), is defined

(W)= > Plu;)u;. (1.3.4)

i=1,M

Suppose that f(u) is some function of u. Thus, for each of the M possible values of u, there is a corresponding value of f(u) that
occurs with the same probability. That is, f(u;) corresponds to u1, and occurs with the probability P(u;), and so on. It follows
from our previous definition that the mean value of f(u) is given by

(fw) =" P(u;) f(u;). (1.3.5)

i=1,M

Suppose that f(u) and g(u) are two general functions of w. It follows that

(Fu)+g(u) = Y Plw)[fw)+g(w) =Y Plu;) flu;)+ P(u;) g(u), (1.3.6)
i=1,M i=1,M i=1,M

(f(w) +g(w) = (F(u)) + (g(u)). (1.3.7)
Finally, if ¢ is a general constant then it is clear that
(e f(u)) =c(f(u)). (1.3.8)

We now know how to define the mean value of the general variable, u. Let us consider how we might characterize the scatter
around the mean value. We could investigate the deviation of w from its mean value, (u), which is denoted

Au=u—(u). (1.3.9)
In fact, this is not a particularly interesting quantity because its average is obviously zero: that is,
(Au) = ((u—(u))) = (u) — (u) =0. (1.3.10)

This is another way of saying that the average deviation from the mean vanishes. A more interesting quantity is the square of the
deviation. The average value of this quantity,

((Au)*) = > Plu) (ui = (u))?, (1.3.11)

i=1,M

is usually called the variance. The variance is a positive real number, unless there is no scatter at all in the distribution, so that all
possible values of u correspond to the mean value, (u), in which case it takes the value zero. Note that
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{(w—(w)*) = ((u® —2u (u) +(u) ®)) = (u®) =2 (u) (u) + (u) *, (1.3.12)
which yields the following useful relationship
(Auw)®) = (u®) — (u)*. (1.3.13)

The variance of u is proportional to the square of the scatter of w around its mean value. A more useful measure of the scatter is
given by the square root of the variance,

ou = [{((Au)?)]"?, (1.3.14)

which is usually called the standard deviation of u. The standard deviation is essentially the width of the range over which w is
distributed around its mean value, (u).
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1.4: Continuous Probability Distributions

Suppose that the variable u can take on a continuous range of possible values. In general, we expect the probability that » takes on
a value in the range u to u + du to be directly proportional to du, in the limit that du — 0. In other words,

P(u€u:u+du)=P(u)du, (1.4.1)

where P(u) is known as the probability density. The earlier results (1.2.4), (1.3.4), and (1.3.11) generalize in a straightforward

manner to give:
= / P(u) du,

o0

(u) = /_oo P(u) udu,
(Au?) = [~ Pl) (e () du=(u?) - ),
respectively.
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1.5: Exercises

1. Show that the probability of throwing 6 points or less with three (six-sided) dice is 5/54.

2. A battery of total emf V is connected to a resistor R. As a result, an amount of power P =V 2 /R is dissipated in the resistor.
The battery itself consists of N individual cells connected in series, so that V' is equal to the sum of the emf’s of all these cells.
The battery is old, however, so that not all cells are in perfect condition. Thus, there is a probability p that the emf of any
individual cell has its normal value v; and a probability 1 — p that the emf of any individual cell is zero because the cell has
become internally shorted. The individual cells are statistically independent of each other. Under these conditions, show that the
mean power, (P), dissipated in the resistor, is

7p2v2

(P ==

(1.5.1)

[1+(1_p)].

Np
3. In the “game” of Russian roulette, the player inserts a single bullet into the drum of a revolver, leaving the other five chambers
of the drum empty. The player then spins the drum, aims at his/her head, and pulls the trigger.

1. What is the probability of the player still being alive after playing the game IV times?
2. What is the probability of the player surviving NV — 1 turns in this game, and then being shot the Nth time he/she pulls the
trigger?
3. What is the mean number of times the player gets to pull the trigger?
4. Suppose that the probability density for the speed, s, of a car on a road is given by
P(s)=As exp(i), (1.5.2)
S0

where 0 < s < 0o . Here, A and s are positive constants. More explicitly, P(s) ds gives the probability that a car has a speed
between s and s+ds .

1. Determine A in terms of sg.

2. What is the mean value of the speed?

3. What is the “most probable” speed: that is, the speed for which the probability density has a maximum?
4. What is the probability that a car has a speed more than three times as large as the mean value?

5. An radioactive atom has a uniform decay probability per unit time w. In other words, the probability of decay in a time interval
dt is w dt. Let P(t) be the probability of the atom not having decayed at time ¢, given that it was created at time t = 0.
Demonstrate that

P(t)=e"". (1.5.3)
What is the mean lifetime of the atom?
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CHAPTER OVERVIEW

2: Wave-Particle Duality

In classical mechanics, waves and particles are two completely distinct types of physical entity. Waves are continuous and spatially
extended, whereas particles are discrete and have little or no spatial extent. However, in quantum mechanics, waves sometimes act
as particles, and particles sometimes act as waves—this strange behavior is known as wave-particle duality. In this chapter, we
shall examine how wave-particle duality shapes the general features of quantum mechanics.

2.1: Wavefunctions

2.2: Plane-Waves

2.3: Representation of Waves via Complex Functions

2.4: Classical Light-Waves

2.5: Photoelectric Effect

2.6: Quantum Theory of Light

2.7: Classical Interferences of Light Waves

2.8: Quantum Interference of Light

2.9: Particles

2.10: Wave-Packets

2.11: Evolution of Wave-Packets

2.12: Schrodinger's Equation and Wavefunction Collapse

2.13: Exercises
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2.1: Wavefunctions

A wave is defined as a disturbance in some physical system that is periodic in both space and time. In one dimension, a wave is
generally represented in terms of a wavefunction: for instance,

Y(z,t) = A cos(kz —wt+¢), (2.1.1)

where z is a position coordinate, ¢ represents time, and A, k, w > 0. For example, if we are considering a sound wave then v (z, t)
might correspond to the pressure perturbation associated with the wave at position  and time ¢. On the other hand, if we are
considering a light-wave then v (z, t) might represent the wave’s transverse electric field. As is well known, the cosine function,
cos#, is periodic in its argument, 6, with period 27 in other words, cos(6+ 27) = cos@ for all 6. The function also oscillates
between the minimum and maximum values —1 and +1, respectively, as 6 varies. It follows that the wavefunction (2.1.1) is
periodic in z with period A = 27 /k. In other words, ¥(x + A, t) =t (z, t) for all  and ¢. Moreover, the wavefunction is periodic
in ¢ with period T' = 27 /w. In other words, ¢(z,t 4+ T') = ¢ (z,t) for all z and ¢. Finally, the wavefunction oscillates between the
minimum and maximum values —A and +A, respectively, as  and ¢ vary. The spatial period of the wave, A, is known as its
wavelength, and the temporal period, T, is called its period. Furthermore, the quantity A is termed the wave amplitude, the
quantity k the wavenumber, and the quantity w the wave angular frequency. Note that the units of w are radians per second. The
conventional wave frequency, in cycles per second (otherwise known as hertz), is ¥ =1/T = w/2x. Finally, the quantity ¢,
appearing in expression (2.1.1), is termed the phase angle, and determines the exact positions of the wave maxima and minima at a
given time. In fact, the maxima are located at kx —wt + ¢ = j27 , where j is an integer. This follows because the maxima of
cosf occur at § = j27. Note that a given maximum satisfies z = (j—¢/27) A+ vt , where v=w/k. It follows that the
maximum, and, by implication, the whole wave, propagates in the positive z-direction at the velocity w/k. Analogous reasoning
reveals that

P(z,t) = A cos(—kz —wt+¢)=A cos(kz+wt—p), (2.1.2)

is the wavefunction of a wave of amplitude A, wavenumber k, angular frequency w, and phase angle ¢, that propagates in the
negative z-direction at the velocity w/k.

This page titled 2.1: Wavefunctions is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.
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2.2: Plane-Waves

As we have just seen, a wave of amplitude A, wavenumber k, angular frequency w, and phase angle ¢, propagating in the positive
z-direction, is represented by the following wavefunction:

Y(z,t) = A cos(kz —wt+p). (2.2.1)

This type of wave is conventionally termed a one-dimensional plane-wave. It is one-dimensional because its associated

wavefunction only depends on the single Cartesian coordinate, . Furthermore, it is a plane-wave because the wave maxima, which
are located at

kr—wt+eo=j2n, (2.2.2)

where j is an integer, consist of a series of parallel planes, normal to the z-axis, that are equally spaced a distance A = 27 /k apart,

and propagate along the positive z-axis at the velocity v=w/k. These conclusions follow because Equation (2.2.2) can be
rewritten in the form

z=d, (2.2.3)

where d = (j— ¢/27) A+vt . Moreover, as is well known, Equation (2.2.3) is the equation of a plane, normal to the z-axis,
whose distance of closest approach to the origin is d.

origin—"

Figure 1: The solution of n-r =d is a plane.
The previous equation can also be written in the coordinate-free form
n-r=d, (2.2.4)

where n = (1, 0, 0) is a unit vector directed along the positive z-axis, and r = (z, y, z) represents the vector displacement of a
general point from the origin. Because there is nothing special about the z-direction, it follows that if n is reinterpreted as a unit
vector pointing in an arbitrary direction then Equation (2.2.4) can be reinterpreted as the general equation of a plane. As before, the
plane is normal to n, and its distance of closest approach to the origin is d. See Figure [f10.1]. This observation allows us to write
the three-dimensional equivalent to the wavefunction (2.2.1) as

P(r,t) = A cos(k-r—wt+p), (2.2.5)

where the constant vector k = (k,, ky, k;) =kn is called the wavevector. The wave represented previously is conventionally
termed a three-dimensional plane-wave. It is three-dimensional because its wavefunction, 9 (r,t), depends on all three Cartesian
coordinates. Moreover, it is a plane-wave because the wave maxima are located at

k-r—wt+¢=3j2m, (2.2.6)

or
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where A =27 /k, and v=w/k. Note that the wavenumber, k, is the magnitude of the wavevector, k: that is, k = |k|. It follows,
by comparison with Equation (2.2.4), that the wave maxima consist of a series of parallel planes, normal to the wavevector, that are
equally spaced a distance A apart, and that propagate in the k-direction at the velocity v. See Figure [{10.2]. Hence, the direction of
the wavevector specifies the wave propagation direction, whereas its magnitude determines the wavenumber, k, and, thus, the
wavelength, A = 27 /k.

n-r=(j—p/2m)A+vt, (2.2.7)

A

Figure 2: Wave maxima associated with a three-dimensional plane wave.
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2.3: Representation of Waves via Complex Functions

In mathematics, the symbol i is conventionally used to represent the square-root of minus one: in other words, one of the solutions
of i2 = —1. Now, a real number, z (say), can take any value in a continuum of different values lying between —oo and 4-00. On
the other hand, an imaginary number takes the general form iy, where y is a real number. It follows that the square of a real
number is a positive real number, whereas the square of an imaginary number is a negative real number. In addition, a general
complex number is written

r=z+tiy, (2.3.1)

where 2 and y are real numbers. In fact, = is termed the real part of z, and y the imaginary part of z. This is written
mathematically as « = Re(z) and y = Im(z). Finally, the complex conjugate of z is defined z* =z —iy.

Just as we can visualize a real number as a point lying on an infinite straight-line, we can visualize a complex number as a point
lying in an infinite plane. The coordinates of the point in question are the real and imaginary parts of the number: that is,
2= (x, y). This idea is illustrated in Figure [f13.2]. The distance, 7 = (x 2 +y 2)'/2 , of the representative point from the origin is
termed the modulus of the corresponding complex number, z. This is written mathematically as |z| = (2 +y2)/2 . Incidentally,
it follows that z2* =22 +y?% = 7| ? . The angle, 6 = tan (y/z), that the straight-line joining the representative point to the
origin subtends with the real axis is termed the argument of the corresponding complex number, z. This is written mathematically
as arg(z) = tan"! (y/z). It follows from standard trigonometry that z = r cos, and y = r sinf. Hence, z = cosf+irsinf .

T I‘eal

Figure 3: Representation of a complex number as a point in a plane.

Complex numbers are often used to represent wavefunctions. All such representations depend ultimately on a fundamental
mathematical identity, known as Euler’s theorem , that takes the form

e'? =cos¢+ising, (2.3.2)

where ¢ is a real number. Incidentally, given that z=1r cos@+ir sinf=r (cosd+1i sinf) , where z is a general complex
number, r = |z| its modulus, and § = arg(z) its argument, it follows from Euler’s theorem that any complex number, z, can be

written
z=rel? (2.3.3)
where r = |2| and = arg(z) are real numbers.
A one-dimensional wavefunction takes the general form
Y(z,t) = A cos(kz —wt+¢), (2.3.4)

where A is the wave amplitude, k the wavenumber, w the angular frequency, and ¢ the phase angle. Consider the complex
wavefunction
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where 1) is a complex constant. We can write

Y(z,t) = poe’ ke, (2.3.5)

Po=Ae'?, (2.3.6)

where A is the modulus, and ¢ the argument, of 1. Hence, we deduce that
Re [¢0 el (kw—wt)} —Re [Aein el (kx—wt)] —Re [Aei (km—wt+tp):| — ARe |:ei (kx—wt+(,0):| .
Thus, it follows from Euler’s theorem, and Equation (2.3.4), that
Re [1/10 el (kz—w t)} =A cos(kz —wt+p) =¢(z,1). (2.3.7)

In other words, a general one-dimensional real wavefunction, (2.3.4), can be represented as the real part of a complex wavefunction
of the form (2.3.5). For ease of notation, the “take the real part” aspect of the previous expression is usually omitted, and our
general one-dimension wavefunction is simply written

Y(z,t) =pe ke, (2.3.8)

The main advantage of the complex representation, (2.3.8), over the more straightforward real representation, (2.3.4), is that the
former enables us to combine the amplitude, A, and the phase angle, ¢, of the wavefunction into a single complex amplitude, 1)g.
Finally, the three-dimensional generalization of the previous expression is

P(r, t) =pp e’ *ret)] (2.3.9)

where k is the wavevector.
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2.4: Classical Light-Waves

Consider a classical, monochromatic, linearly-polarized, plane light-wave, propagating through a vacuum in the z-direction. It is
convenient to characterize a light-wave (which is, of course, a type of electromagnetic wave) by specifying its associated electric
field. Suppose that the wave is polarized such that this electric field oscillates in the y-direction. (According to standard
electromagnetic theory, the magnetic field oscillates in the z-direction, in phase with the electric field, with an amplitude which is
that of the electric field divided by the velocity of light in vacuum. ) Now, the electric field can be conveniently represented in
terms of a complex wavefunction:

Y(z,t) =ge ket (2.4.1)

Here, i =+/—1, k and w are real parameters, and z/_) is a complex wave amplitude. By convention, the physical electric field is the
real part of the previous expression. Suppose that

P=¢le'?, (2.4.2)
where ¢ is real. It follows that the physical electric field takes the form
E,(z,t) =Re[y(z,t)] = [¢| cos(kz —wt+ ), (2.4.3)

where |1/_J| is the amplitude of the electric oscillation, k£ the wavenumber, w the angular frequency, and ¢ the phase angle. In
addition, A = 27 /k is the wavelength, and v = w/2 the frequency (in hertz).

According to standard electromagnetic theory , the frequency and wavelength of light-waves are related according to the well-
known expression

c=v, (2.4.4)
or, equivalently,
w=kec, (2.4.5)
where ¢ = 3 x 10 m/s is the velocity of light in vacuum. Equations (2.4.3) and (2.4.5) yield
Ey(z,t) = 9| cos(k [z — (w/k) t] +¢) = [¢] cos(k [z —ct] + ). (2.4.6)
Note that Ey, depends on z and ¢ only via the combination z — ct. It follows that the wave maxima and minima satisfy
x —ct = constant. (2.4.7)

Thus, the wave maxima and minima propagate in the z-direction at the fixed velocity

dx

— =c. 2.4.8
7 (2.4.8)
An expression, such as Equation (2.4.5), that determines the wave angular frequency as a function of the wavenumber, is generally
termed a dispersion relation. As we have already seen, and as is apparent from Equation (2.4.6), the maxima and minima of a
plane-wave propagate at the characteristic velocity

(2.4.9)

Up =

k ’
which is known as the phase-velocity. Hence, the dispersion relation (2.4.5) is effectively saying that the phase-velocity of a plane
light-wave, propagating through a vacuum, always takes the fixed value c, irrespective of its wavelength or frequency.
From standard electromagnetic theory , the energy density (i.e., the energy per unit volume) of a plane light-wave is
E 2
U=—-, (2.4.10)
€

where ¢ = 8.85 x 10 2 F /m is the electrical permittivity of free space. Hence, it follows from Equations (2.4.1) and (2.4.3) that

U o || 2. (2.4.11)
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Furthermore, a light-wave possesses linear momentum, as well as energy. This momentum is directed along the wave’s direction of
propagation, and is of density

a=Z.
c

(2.4.12)
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2.5: Photoelectric Effect

The so-called photoelectric effect, by which a polished metal surface emits electrons when illuminated by visible and ultra-violet
light, was discovered by Heinrich Hertz in 1887 . The following facts regarding this effect can be established via careful
observation. First, a given surface only emits electrons when the frequency of the light with which it is illuminated exceeds a
certain threshold value, which is a property of the metal. Second, the current of photoelectrons, when it exists, is proportional to the
intensity of the light falling on the surface. Third, the energy of the photoelectrons is independent of the light intensity, but varies
linearly with the light frequency. These facts are inexplicable within the framework of classical physics.

In 1905, Albert Einstein proposed a radical new theory of light in order to account for the photoelectric effect . According to this
theory, light of fixed frequency v consists of a collection of indivisible discrete packages, called quanta,’ whose energy is

E=hv. (2.5.1)

Here, h = 6.6261 x 1073* J s is a new constant of nature, known as Planck’s constant. Incidentally, h is called Planck’s constant,
rather than Einstein’s constant, because Max Planck first introduced the concept of the quantization of light, in 1900, while trying
to account for the electromagnetic spectrum of a black body (i.e., a perfect emitter and absorber of electromagnetic radiation) .

Suppose that the electrons at the surface of a metal lie in a potential well of depth W. In other words, the electrons have to acquire
an energy W in order to be emitted from the surface. Here, W is generally called the work function of the surface, and is a property
of the metal. Suppose that an electron absorbs a single quantum of light. Its energy therefore increases by h v. If h v is greater than
W then the electron is emitted from the surface with residual kinetic energy

K=hv-W. (2.5.2)

Otherwise, the electron remains trapped in the potential well, and is not emitted. Here, we are assuming that the probability of an
electron simultaneously absorbing two or more light quanta is negligibly small compared to the probability of it absorbing a single
light quantum (as is, indeed, the case for sufficiently low-intensity illumination). Incidentally, we can calculate Planck’s constant,
and the work function of the metal, by simply plotting the kinetic energy of the emitted photoelectrons as a function of the wave
frequency, as shown in Figure [f1]. This plot is a straight-line whose slope is k, and whose intercept with the v-axis is W /h.
Finally, the number of emitted electrons increases with the intensity of the light because the more intense the light, the larger the
flux of light quanta onto the surface. Thus, Einstein’s quantum theory is capable of accounting for all three of the previously
mentioned observational facts regarding the photoelectric effect.

K

0 { -
0 W/h v

Figure 4: Variation of the kinetic energy K of photoelectrons with the wave-frequency v.
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2.6: Quantum Theory of Light

According to Einstein’s quantum theory of light, a monochromatic light-wave of angular frequency w, propagating through a
vacuum, can be thought of as a stream of particles, called photons, of energy

E=hw, (2.6.1)

where fi = h/2m = 1.0546 x 10734 J 5. Because classical light-waves propagate at the fixed velocity c, it stands to reason that
photons must also move at this velocity. According to Einstein’s special theory of relativity, only massless particles can move at the
speed of light in vacuum . Hence, photons must be massless. Special relativity also gives the following relationship between the
energy E and the momentum p of a massless particle ,

o I

p= (2.6.2)

Note that the previous relation is consistent with Equation (2.4.12), because if light is made up of a stream of photons, for which
E/p =c, then the momentum density of light must be the energy density divided by c. It follows, from the previous two
equations, that photons carry momentum

p="hk (2.6.3)
along their direction of motion, because w/c = k for a light-wave. [See Equation (2.4.5).]
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2.7: Classical Interferences of Light Waves

Let us now consider the classical interference of light-waves. Figure [f2] shows a standard double-slit interference experiment in
which monochromatic plane light-waves are normally incident on two narrow parallel slits that are situated a distance d apart. The
light from the two slits is projected onto a screen a distance D behind them, where D > d.

incoming wave

S

double slits.

projection
|, screen

D

Figure 5: Classical double-slit interference of light.

Consider some point on the screen that is located a distance y from the centre-line, as shown in the figure. Light from the first slit
travels a distance x; to get to this point, whereas light from the second slit travels a slightly different distance z. It is easily
demonstrated that

d
5 Y
provided d < D. It follows from Equation (2.4.1), and the well-known fact that light-waves are superposible, that the
wavefunction at the point in question can be written

Az =x9 — 11 ~ (2.7.1)

P(y,t) ocpi(t) e F ™ Ly (t) e F o, (2.7.2)
where 1, and v are the wavefunctions at the first and second slits, respectively. However,
Y1 =1, (2.7.3)

because the two slits are assumed to be illuminated by in-phase light-waves of equal amplitude. (Note that we are ignoring the
difference in amplitude of the waves from the two slits at the screen, due to the slight difference between x; and x5, compared to
the difference in their phases. This is reasonable provided D >> A. ) The intensity (that is, the energy flux) of the light at some
point on the projection screen is approximately equal to the energy density of the light at this point times the velocity of light
(provided that y < D). Hence, it follows from Equation (2.4.11) that the light intensity on the screen a distance y from the center-
line is

I(y) o« [9(y, 1)| *. (2.7.4)
Using Equations (2.7.1)—(2.7.4), we obtain

9 k Az ~ 9 i
I(y)occos( 5 ~cos’ (T 5yy ). (2.7.5)

Figure [f3] shows the characteristic interference pattern corresponding to the previous expression. This pattern consists of equally-
spaced light and dark bands of characteristic width

Ay=—=-. (2.7.6)
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2.8: Quantum Interference of Light

Let us now consider double-slit light interference from a quantum-mechanical point of view. According to quantum theory, light-
waves consist of a stream of massless photons moving at the speed of light. Hence, we expect the two slits in Figure [f2] to be
spraying photons in all directions at the same rate. Suppose, however, that we reduce the intensity of the light source illuminating
the slits until the source is so weak that only a single photon is present between the slits and the projection screen at any given time.
Let us also replace the projection screen by a photographic film that records the position where it is struck by each photon. If we
wait a sufficiently long time that a great many photons have passed through the slits and struck the photographic film, and then
develop the film, do we see an interference pattern which looks like that shown in Figure [f3]? The answer to this question, as
determined by experiment , is that we see exactly the same interference pattern.

According to the previous discussion, the interference pattern is built up one photon at a time. In other words, the pattern is not due
to the interaction of different photons. Moreover, the point at which a given photon strikes the film is not influenced by the points
at which previous photons struck the film, given that there is only one photon in the apparatus at any given time. Hence, the only
way in which the classical interference pattern can be reconstructed, after a great many photons have passed through the apparatus,
is if each photon has a greater probability of striking the film at points where the classical interference pattern is bright, and a lesser
probability of striking the film at points where the interference pattern is dark.

Suppose, then, that we allow N photons to pass through our apparatus, and then count the number of photons that strike the
recording film between y and y + Ay, where Ay is a relatively small division. Let us call this number n(y). The number of
photons that strike a region of the film in a given time interval is equivalent to the intensity of the light illuminating that region of
the film multiplied by the area of the region, because each photon carries a fixed amount of energy. Hence, in order to reconcile the
classical and quantum viewpoints, we need

n(y)

P [T} x I(y) Ay, (2.8.1)

y(y) = 1\1,1_13010
where I(y) is given in Equation (2.7.5). Here, P,(y) is the probability that a given photon strikes the film between y and y + Ay.
Note that P, oc Ay. In other words, the probability of a photon striking a region of the film of width Ay is directly proportional to
this width. Actually, this is only true as long as Ay is relatively small. It is convenient to define a probability density, P(y), which
is such that the probability of a photon striking a region of the film of infinitesimal width dy is P,(y) = P(y) dy. Now, Equation
(2.8.1) yields P,(y) o I(y) dy, which gives P(y) o< I(y). However, according to Equation (2.7.4), I(y) o< |¥(y, t)] ?. Thus, we
obtain

P(y) o< |9(y, )| %. (2.8.2)

In other words, the probability density of a photon striking a given point on the film is proportional to the modulus squared of the
wavefunction at that point. Another way of saying this is that the probability of a measurement of the photon’s distance from the
centerline, at the location of the film, yielding a result between y and y + dy is proportional to | (y, t)|* dy.

Note that, in the quantum-mechanical picture, we can only predict the probability that a given photon strikes a given point on the
film. If photons behaved classically then we could, in principle, solve their equations of motion and predict exactly where each
photon was going to strike the film, given its initial position and velocity. This loss of determinancy in quantum mechanics is a
direct consequence of wave-particle duality. In other words, we can only reconcile the wave-like and particle-like properties of
light in a statistical sense. It is impossible to reconcile them on the individual particle level.

In principle, each photon that passes through our apparatus is equally likely to pass through one of the two slits. Can we determine
through which slit a given photon passed? Suppose that our original interference experiment involves sending N > 1 photons
through our apparatus. We know that we get an interference pattern in this experiment. Suppose that we perform a modified
interference experiment in which we close off one slit, send N /2 photons through the apparatus, and then open the slit and close
off the other slit, and send IV /2 photons through the apparatus. In this second experiment, which is virtually identical to the first on
the individual photon level, we know exactly which slit each photon passed through. However, the wave theory of light (which we
expect to agree with the quantum theory in the limit IV >> 1) tells us that our modified interference experiment will not result in the
formation of an interference pattern. After all, according to conventional wave theory, it is impossible to obtain a two-slit
interference pattern from a single slit. Hence, we conclude that any attempt to measure through which slit each photon passes in our
two-slit interference experiment results in the destruction of the interference pattern. It follows that, in the quantum-mechanical
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version of the two-slit interference experiment, we must think of each photon as essentially passing through both slits
simultaneously.
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2.9: Particles

Classical Particles

In this book, we are going to concentrate, almost exclusively, on the behavior of non-relativistic particles of non-zero mass (e.g.,
electrons). In the absence of external forces, such particles, of mass m, energy E, and momentum p, move classically in a straight-
line with velocity

p
== 2.9.1
v="=, (2.9.1)
and satisfy
2
b
E=—. 2.9.2
™ (2.9.2)

Quantum Particles

Just as light-waves sometimes exhibit particle-like properties, it turns out that massive particles sometimes exhibit wave-like
properties. For instance, it is possible to obtain a double-slit interference pattern from a stream of mono-energetic electrons passing
through two closely-spaced narrow slits . The effective wavelength of the electrons can be determined by measuring the width of
the light and dark bands in the interference pattern. [See Equation (2.7.6).] It is found that

A=—. 2.9.3
s (2.9.3)
The same relation is found for other types of particles. The previous wavelength is called the de Broglie wavelength, after Louis de
Broglie, who first suggested that particles should have wave-like properties in 1923 . Note that the de Broglie wavelength is
generally very small. For instance, that of an electron is
A =1.2x107° [E(eV)] ™/ m, (2.9.4)
where the electron energy is conveniently measured in units of electron-volts (eV). (An electron accelerated from rest through a
potential difference of 1000 V acquires an energy of 1000 eV, and so on.) The de Broglie wavelength of a proton is
Ap =2.9 %10 [E(eV)]/?m. (2.9.5)

Given the smallness of the de Broglie wavelengths of common particles, it is actually quite difficult to perform particle interference
experiments. In general, in order to perform an effective interference experiment, the spacing of the slits must not be too much
greater than the wavelength of the wave. Hence, particle interference experiments require either very low-energy particles (because
A o< E ~1/2), or very closely-spaced slits. Usually the “slits” consist of crystals, which act a bit like diffraction gratings with a
characteristic spacing of order the inter-atomic spacing (which is generally about 10~ m).

Equation (2.9.3) can be rearranged to give
p="hk, (2.9.6)

which is exactly the same as the relation between momentum and wavenumber that we obtained earlier for photons. [See Equation
(le2.19b]).] For the case of a particle moving the three dimensions, the previous relation generalizes to give

p =hk, (2.9.7)

where p is the particle’s vector momentum, and k its wavevector. It follows that the momentum of a quantum particle, and, hence,
its velocity, is always parallel to its wavevector.

Because the relation ([e2.19b]) between momentum and wavenumber applies to both photons and massive particles, it seems
plausible that the closely-related relation (2.6.1) between energy and wave angular frequency should also apply to both photons and
particles. If this is the case, and we can write

E=hw (2.9.8)

for particle waves, then Equations (2.9.2) and (2.9.6) yield the following dispersion relation for such waves:
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Rk?
_ ) 2.9.9
> (2.9.9)
We saw earlier that a plane-wave propagates at the so-called phase-velocity,
w
vy = —. 2.9.10
b= (2.9.10)
However, according to the previous dispersion relation, a particle plane-wave propagates at
p
= 2.9.11
,UP 2m ( )

Note, from Equation (2.9.1), that this is only half of the classical particle velocity. Does this imply that the dispersion relation
(2.9.9) is incorrect? Let us investigate further.
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2.10: Wave-Packets

The previous discussion suggests that the wavefunction of a massive particle of momentum p and energy E, moving in the positive
x-direction, can be written

Y(z,t) =pet ket (2.10.1)

where k=p/h >0 and w=E/h>0. Here, w and k are linked via the dispersion relation ([¢2.38]). Expression ([e2.41])
represents a plane-wave whose maxima and minima propagate in the positive z-direction with the phase-velocity v, = w/k. As we
have seen, this phase-velocity is only half of the classical velocity of a massive particle.

From before, the most reasonable physical interpretation of the wavefunction is that |¢(z, )] % s proportional to the probability
density of finding the particle at position « at time ¢t. However, the modulus squared of the wavefunction ([e2.41]) is |1/_)| 2, which
depends on neither z nor ¢. In other words, this wavefunction represents a particle that is equally likely to be found anywhere on
the x-axis at all times. Hence, the fact that the maxima and minima of the wavefunction propagate at a phase-velocity that does not
correspond to the classical particle velocity does not have any real physical consequences.

How can we write the wavefunction of a particle that is localized in x: that is, a particle that is more likely to be found at some
positions on the z-axis than at others? It turns out that we can achieve this goal by forming a linear combination of plane-waves of
different wavenumbers: in other words,

Y(z,t) :/fo P(k) el F2=wt) gk, (2.10.2)

Here, @(k) represents the complex amplitude of plane-waves of wavenumber k in this combination. In writing the previous
expression, we are relying on the assumption that particle waves are superposable: that is, that it is always possible to add two valid
wave solutions to form a third valid wave solution. The ultimate justification for this assumption is that particle waves satisfy a
differential wave equation that is linear in . As we shall see, in Section 1.15, this is indeed the case. Incidentally, a plane-wave
that varies as exp[i (k2 —wt)] and has a negative k (but positive w) propagates in the negative z-direction at the phase-velocity
w/|k|. Hence, the superposition ([e2.42]) includes both forward and backward propagating waves.

There is a useful mathematical theorem, known as Fourier’s theorem , which states that if
1 o _ ik
T)=— k)e'"*dk, 2.10.3
f@)=—= [ Fw (2.10.3)

then

__L [ z)e ko dy
Flk) = \/ﬂ/_m F@) e da. (2.10.4)

Here, f (k) is known as the Fourier transform of the function f(z). We can use Fourier’s theorem to find the k-space function

(k) that generates any given z-space wavefunction () at a given time.

For instance, suppose that at t = 0 the wavefunction of our particle takes the form

22
¢(m,0)o<exp[ik0x—%]. (2.10.5)

Thus, the initial probability density of the particle is written

(z —20)? ] (2.10.6)

(0,0 cexp| 2=

This particular probability distribution is called a Gaussian distribution, and is plotted in Figure [f4]. It can be seen that a
measurement of the particle’s position is most likely to yield the value x, and very unlikely to yield a value which differs from g
by more than 3 Az. Thus, Equation ([e2.45]) is the wavefunction of a particle that is initially localized around = = xy in some
region whose width is of order Az. This type of wavefunction is known as a wave-packet.
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Figure 7: A Gaussian probability distribution in z-space.

According to Equation ([e2.42]),

¥(,0) :/ B(k) e dk, (2.10.7)
—00
Hence, we can employ Fourier’s theorem to invert this expression to give
o0
(k) o</ P(z,0) e *2 dg. (2.10.8)
—00
Making use of Equation ([e2.45]), we obtain
0 2
b (k oce_i(k_kf’)’””/ exp|—i(k—ko) (x —x —M 2.10.9
B(K) [ e[k w0) ~ T (2.10.9)
Changing the variable of integration to y = (z — zg)/(2 Ax), this reduces to
— . S
oxe 'FH exp(—18y—y~)dy, .10.
P(k iha ip 2)d 2.10.10
where 8 =2 (k —ky) Az . The previous equation can be rearranged to give
-_ . S
D(k) oce—lkwo—ﬁz/‘*/ e )’ gy, (2.10.11)
—00
where yo = —i 8/2. The integral now just reduces to a number, as can easily be seen by making the change of variable z =y —yq .
Hence, we obtain
- (k—ko)? ]
k) xexp|—ikzxy — ——|, 2.10.12
(k) x| ik — L8 (210.12)
where
Ak = L (2.10.13)
2Az° o

If |4 (z)| % is proportional to the probability density of a measurement of the particle’s position yielding the value z then it stands to
reason that |4 (k)| 2 is proportional to the probability density of a measurement of the particle’s wavenumber yielding the value .
(Recall that p="hk, so a measurement of the particle’s wavenumber, k, is equivalent to a measurement of the particle’s
momentum, p). According to Equation ([e2.51]),

TN [_M] (2.10.14)

e S TVTE
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Note that this probability distribution is a Gaussian in k-space. [See Equation ([e2.46]) and Figure [f4].] Hence, a measurement of
k is most likely to yield the value kg, and very unlikely to yield a value which differs from &y by more than 3 Ak. Incidentally, a
Gaussian is the only simple mathematical function in z-space that has the same form as its Fourier transform in k-space.

We have just seen that a Gaussian probability distribution of characteristic width Az in z-space [see Equation ([e2.46])] transforms
to a Gaussian probability distribution of characteristic width Ak in k-space [see Equation ([e2.53])], where

Az Ak:%. (2.10.15)

This illustrates an important property of wave-packets. Namely, if we wish to construct a packet that is very localized in x-space
(i.e., if Az is small) then we need to combine plane-waves with a very wide range of different k-values (i.e., Ak will be large).
Conversely, if we only combine plane-waves whose wavenumbers differ by a small amount (i.e., if Ak is small) then the resulting
wave-packet will be very extended in z-space (i.e., Az will be large).

Contributors and Attributions

e Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

2.10: Wave-Packets is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.

https://phys.libretexts.org/@go/page/16025



https://libretexts.org/
https://phys.libretexts.org/@go/page/16025?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.10%3A_Wave-Packets
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.10%3A_Wave-Packets?no-cache

LibreTextsw

2.11: Evolution of Wave-Packets

We have seen, in Equation ([e2.45]), how to write the wavefunction of a particle that is initially localized in x-space. Let us
examine how this wavefunction evolves in time. According to Equation ([e2.42]), we have

W, t) :/oo D(k) e 4P dk, (2.11.1)

where

d(k) = kz —w(k)t. (2.11.2)

The function (k) is obtained b}_l Fourier transforming the wavefunction at ¢ =0. [See Equations ([e2.42a]) and ([e2.51]).]
According to Equation ([e2.53]), |4 (k)| is strongly peaked around k = k& . Thus, it is a reasonable approximation to Taylor expand
¢ (k) about ky. Keeping terms up to second order in k — kg , we obtain

0o _ . 1
vty [ o expi{on+ o o)+ 5 0 (k) (2.113)
where
$o = (ko) =kox —wo t,
do(k
¢y = ¢c§k0) =z —vyt,
d?¢(ko)
% =gz @b
with
Wy = w(kg),
 dw(ko)
AT
d 2w(k0)
oa=—>"
dk?
Substituting from Equation ([¢2.51]), rearranging, and then changing the variable of integration to y = (k — kg)/(2 Ak) , we get
¢(w,t) O(ei(ko z—wy t) / eiﬂl y—(1+iﬂ2)y2dy’ (2114)

where
B =2 Ak (z —xzg—v4t),
ﬂg :2a(Ak)2t

Incidentally, Ak = 1/(2 Az), where Az is the initial width of the wave-packet. The previous expression can be rearranged to give

o0

Bz, t) ol oz -(145) 8 2/4/ (118 ) gy (2.11.5)

—00

where yo =i3/2and 8 = 8, /(1 +i ;) . Again changing the variable of integration to z = (1 +1i 82)"/2 (y — o) , we get
P(z,t) (1 —I—iﬂg)_l/Z el (ko z—wo t)—(1+1 B,) ﬁ2/4/oo e dz. (2.11.6)
—00
The integral now just reduces to a number. Hence, we obtain
expli(koz —wot)—(z—z0—vyt)2 {1 —i2c (Ak)?t}/(40?)]

(1412 a (Ak) 24" ’

P(z,t) o (2.11.7)

where
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) A a?t?
o’ (t)=(4z) "+ ——. 2.11.8
(6)=(42)* + 1775 (2.118)
Note that the previous wavefunction is identical to our original wavefunction ([e2.45]) at t = 0. This justifies the approximation
that we made earlier by Taylor expanding the phase factor ¢(k) about k = kg .

According to Equation ([exxx]), the probability density of our particle as a function of time is written

M] (2.11.9)

|¢(x,t)|2mal(t)exp[— 20‘2(t)

Hence, the probability distribution is a Gaussian, of characteristic width o (t), that peaks at & = x¢ + v, t . The most likely position
of our particle coincides with the peak of the distribution function. Thus, the particle’s most likely position is given by

T =x+v,t. (2.11.10)
It can be seen that the particle effectively moves at the uniform velocity
dw
=— 2.11.11
Vg dk ) ( )

which is known as the group-velocity. In other words, a plane-wave travels at the phase-velocity, v, = w/k, whereas a wave-packet
travels at the group-velocity, v, = dw/dt . It follows from the dispersion relation ([e2.38]) for particle waves that

v, =L (2.11.12)

m

However, it can be seen from Equation ([e2.31]) that this is identical to the classical particle velocity. Hence, the dispersion relation
(le2.38]) turns out to be consistent with classical physics, after all, as soon as we realize that individual particles must be identified
with wave-packets rather than plane-waves. In fact, a plane-wave is usually interpreted as a continuous stream of particles
propagating in the same direction as the wave.

According to Equation ([e2.70]), the width of our wave-packet grows as time progresses. Indeed, it follows from Equations
([e2.38]) and ([e2.64]) that the characteristic time for a wave-packet of original width Az to double in spatial extent is

m(A:E)Z‘

- (2.11.13)

2 ~
For instance, if an electron is originally localized in a region of atomic scale (i.e., Az ~ 107'° m) then the doubling time is only
about 10 %5, Evidently, particle wave-packets (for freely-moving particles) spread very rapidly.

Note, from the previous analysis, that the rate of spreading of a wave-packet is ultimately governed by the second derivative of
w(k) with respect to k. [See Equations ([e2.64]) and ([e2.70]).] This explains why a functional relationship between w and k is
generally known as a dispersion relation—it governs how fast wave-packets disperse as time progresses. However, for the special
case where w is a linear function of k, the second derivative of w with respect to k is zero, and, hence, there is no dispersion of
wave-packets: that is, wave-packets propagate without changing shape. The dispersion relation ([e2.7]) for light-waves is linear in
k. It follows that light pulses propagate through a vacuum without spreading. Another property of linear dispersion relations is that
the phase-velocity, v, = w/k, and the group-velocity, vy = dw/dk, are identical. Thus, plane light-waves and light pulses both
propagate through a vacuum at the characteristic speed ¢ = 3 x 108 m/s. Of course, the dispersion relation ([e2.38]) for particle
waves is not linear in k. Hence, particle plane-waves and particle wave-packets propagate at different velocities, and particle wave-
packets also gradually disperse as time progresses.

Heisenberg’s Uncertainty Principle

According to the analysis contained in the previous two sections, a particle wave-packet that is initially localized in z-space with
characteristic width Az is also localized in k-space with characteristic width Ak =1/(2 Az). However, as time progresses, the
width of the wave-packet in z-space increases, while that of the wave-packet in k-space stays the same. [After all, our previous
analysis obtained 1)(z, t) from Equation ([¢2.56]), but assumed that (k) was given by Equation ([¢2.51]) at all times.] Hence, in
general, we can say that
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AxAkz% (2.11.14)

Furthermore, we can think of Az and Ak as characterizing our uncertainty regarding the values of the particle’s position and
wavenumber, respectively.

A measurement of a particle’s wavenumber, k, is equivalent to a measurement of its momentum, p, because p = h k. Hence, an
uncertainty in k of order Ak translates to an uncertainty in p of order Ap = h Ak . It follows from the previous inequality that

AzAp 2, g (2.11.15)

This is the famous Heisenberg uncertainty principle, first proposed by Werner Heisenberg in 1927 . According to this principle, it
is impossible to simultaneously measure the position and momentum of a particle (exactly). Indeed, a good knowledge of the
particle’s position implies a poor knowledge of its momentum, and vice versa. Note that the uncertainty principle is a direct
consequence of representing particles as waves.

It can be seen from Equations ([e2.38]), ([e2.64]), and ([e2.70]) that, at large ¢, a particle wavefunction of original width Az (at
t = 0) spreads out such that its spatial extent becomes

ht
m Az’

(2.11.16)

g r~

It is easily demonstrated that this spreading is a consequence of the uncertainty principle. Because the initial uncertainty in the
particle’s position is Az, it follows that the uncertainty in its momentum is of order k/Ax. This translates to an uncertainty in
velocity of Av=Hh/(m Az). Thus, if we imagine that parts of the wavefunction propagate at vy + Av/2, and others at
vg — Av/2, where vy is the mean propagation velocity, then the wavefunction will spread as time progresses. Indeed, at large ¢, we
expect the width of the wavefunction to be

Rt
m Az’

o~ Avt ~ (2.11.17)

which is identical to Equation ([espread]). Evidently, the spreading of a particle wavefunction must be interpreted as an increase in
our uncertainty regarding the particle’s position, rather than an increase in the spatial extent of the particle itself.
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Figure 8: Heisenberg's microscope.

Figure [fh] illustrates a famous thought experiment known as Heisenberg’s microscope. Suppose that we try to image an electron
using a simple optical system in which the objective lens is of diameter D and focal-length f. (In practice, this would only be
possible using extremely short-wavelength light.) It is a well-known result in optics that such a system has a minimum angular
resolving power of A/ D, where A is the wavelength of the light illuminating the electron . If the electron is placed at the focus of
the lens, which is where the minimum resolving power is achieved, then this translates to a uncertainty in the electron’s transverse
position of

(2.11.18)

https://phys.libretexts.org/@go/page/16026



https://libretexts.org/
https://phys.libretexts.org/@go/page/16026?pdf

LibreTextsw

However,
D/2
tana:—/, (2.11.19)
f
where « is the half-angle subtended by the lens at the electron. Assuming that « is small, we can write
D
~— 2.11.20
a 2 f’ ( )
SO
A
Ax ~ —. 2.11.21
T~ o ( )

It follows that we can reduce the uncertainty in the electron’s position by minimizing the ratio A/a: that is, by employing short-
wavelength radiation, and a wide-angle lens.

Let us now examine Heisenberg’s microscope from a quantum-mechanical point of view. According to quantum mechanics, the
electron is imaged when it scatters an incoming photon towards the objective lens. Let the wavevector of the incoming photon have
the (z,y) components (k, 0). See Figure [fh]. If the scattered photon subtends an angle # with the center-line of the optical system,
as shown in the figure, then its wavevector is written (k sin 6, k cos 6) . Here, we are ignoring any shift in wavelength of the photon
on scattering—in other words, the magnitude of the k-vector is assumed to be the same before and after scattering. Thus, the
change in the z-component of the photon’s wavevector is Ak, =k (sinf —1) . This translates to a change in the photon’s z-
component of momentum of Ap, =k k (sinf — 1) . By momentum conservation, the electron’s z-momentum will change by an
equal and opposite amount. However, 6 can range all the way from —a to 4, and the scattered photon will still be collected by
the imaging system. It follows that the uncertainty in the electron’s momentum is

drha

Ap~2hksina ~ (2.11.22)

Note that in order to reduce the uncertainty in the momentum we need to maximize the ratio A/c. This is exactly the opposite of
what we need to do to reduce the uncertainty in the position. Multiplying the previous two equations, we obtain

Az Ap ~ h, (2.11.23)
which is essentially the uncertainty principle.

According to Heisenberg’s microscope, the uncertainty principle follows from two facts. First, it is impossible to measure any
property of a microscopic dynamical system without disturbing the system somewhat. Second, particle and light energy and
momentum are quantized. Hence, there is a limit to how small we can make the aforementioned disturbance. Thus, there is an
irreducible uncertainty in certain measurements that is a consequence of the act of measurement itself.
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2.12: Schrodinger's Equation and Wavefunction Collapse

We have seen that the wavefunction of a free particle of mass m satisfies

¢(w,t):/oo’l/_)(k)ei(kz“)t) dk, (2.12.1)
where 1)(k) is determined by ¥ (z, 0), and
w(k) = 7';]:; . (2.12.2)
It follows from Equation ( ) that
Z—i’ = 7:(i k) (k) el Fe=w? g, (2.12.3)
and
% = _:(fk2)vﬁ(k)ei(“*“’t) dk, (2.12.4)
whereas
%—f = :(—iw)zﬁ(k)ei(“_“’t) dk. (2.12.5)
Thus,
i%—f+% g::f = _: <wr;’:rj)1ﬁ(k)ei(“‘“’t) dk =0, (2.12.6)
where use has been made of the dispersion relation ( ). Multiplying through by %, we obtain
ih%:—ia%] (2.12.7)

ot 2m Oz2’

This expression is known as Schrédinger’s equation, because it was first introduced by Erwin Schrodinger in 1926 . Schrodinger’s
equation is a linear, second-order, partial differential equation that governs the time evolution of a particle wavefunction, and is
generally easier to solve than the integral equation ( ).

Of course, Equation ( ) is only applicable to freely-moving particles. Fortunately, it is fairly easy to guess the generalization
of this equation for particles moving in some potential V' (z). It is plausible, from Equation ( ), that we can identify k& with
the differential operator —i 8/0z. Hence, the differential operator on the right-hand side of Equation ( ) is equivalent to
h%k?/(2m). But, p=hk. Thus, the operator is also equivalent to p%/(2m), which is just the energy of a freely-moving
particle. However, in the presence of a potential V'(z), the particle’s energy is written p2/(2m) -+ V . Thus, it seems reasonable to
make the substitution

h2 0§52 h2 92
——— > —— =+ V(2). 2.12.8
2m Ox? 2m Oz (@) ( )
This leads to the general (one-dimensional) form of Schrodinger’s equation:
0 h2 92
ih—w =— i +V(z) . (2.12.9)

ot 2m Ox?

Wavefunction Collapse

Consider an extended wavefunction, v (z,t). According to our usual interpretation, |t(z,t)|? is proportional to the probability
density of a measurement of the particle’s position yielding the value z at time ¢. If the wavefunction is extended then there is a
wide range of likely values that this measurement could give. Suppose that we make such a measurement, and obtain the value x.
We now know that the particle is located at = z. If we make another measurement immediately after the first one then common
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sense tells us that we must obtain the same value, xj, because the particle cannot have shifted position appreciably in an
infinitesimal time interval. Thus, immediately after the first measurement, a measurement of the particle’s position is certain to give
the value x, and has no chance of giving any other value. This implies that the wavefunction must have collapsed to some sort of
“spike” function located at = xg. This is illustrated in Figure . Of course, as soon as the wavefunction has collapsed, it
starts to expand again, as discussed in Section . Thus, the second measurement must be made reasonably quickly after the first,
in order to guarantee that the same result will be obtained.

BEFORE
p
E
r —
AFTER
;
=

In T —

Figure 9: Collapse of the wavefunction upon measurement of z.

The previous discussion illustrates an important point in quantum mechanics. Namely, that the wavefunction of a particle changes
discontinuously (in time) whenever a measurement is made. We conclude that there are two types of time evolution of the
wavefunction in quantum mechanics. First, there is a smooth evolution that is governed by Schrédinger’s equation. This evolution
takes place between measurements. Second, there is a discontinuous evolution that takes place each time a measurement is made.
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2.13: Exercises

1. A He-Ne laser emits radiation of wavelength A = 633 nm. How many photons are emitted per second by a laser with a power
of 1 mW? What force does such laser exert on a body which completely absorbs its radiation?

2. The ionization energy of a hydrogen atom in its ground state is Ej,, = 13.60 eV (1 eV is the energy acquired by an electron
accelerated through a potential difference of 1 V). Calculate the frequency, wavelength, and wavenumber of the electromagnetic
radiation that will just ionize the atom.

3. The maximum energy of photoelectrons from aluminium is 2.3 eV for radiation of wavelength 2000,Angstorm), and 0.90 eV
for radiation of wavelength 2580 Angstrom. Use this data to calculate Planck’s constant, as well as the work function of
aluminium.

4. Show that the de Broglie wavelength of an electron accelerated from rest across a potential difference V' is given by

A=1.23x107°V "/2m, (2.13.1)

where V is measured in volts.

5. If the atoms in a regular crystal are separated by 3 x 1071 m demonstrate that an accelerating voltage of about 1.5 kV would
be required to produce an electron diffraction pattern from the crystal.

6. The relationship between wavelength and frequency for electromagnetic waves in a waveguide is

A= —————, (2.13.2)

where c is the velocity of light in vacuum. What are the group- and phase-velocities of such waves as functions of vy and A?
7. Nuclei, typically of size 107! m, frequently emit electrons with energies of 1-10 MeV. Use the uncertainty principle to show
that electrons of energy 1 MeV could not be contained in the nucleus before the decay.
8. A particle of mass m has a wavefunction

2
1,b(.’L',t)=Aexp[—a <m; +it)], (2.13.3)
where A and a are positive real constants. For what potential function V'(z) does 9 satisfy the Schrédinger equation?
1. Plural of quantum: Latin neuter of quantus: how much?<
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CHAPTER OVERVIEW

3: Fundamentals of Quantum Mechanics

The previous chapter serves as a useful introduction to many of the basic concepts of quantum mechanics. In this chapter, we shall
examine these concepts in a more systematic fashion. For the sake of simplicity, we shall concentrate on one-dimensional systems.

3.1: Schrodinger's Equation

3.2: Normalization of the Wavefunction

3.3: Expectation Values (Averages) and Variances

3.4: Ehrenfest's Theorem

3.5: Operators

3.6: Momentum Representation

3.7: Heisenberg's Uncertainty Principle

3.8: Eigenstates and Eigenvalues

3.9: Measurement

3.10: Stationary States

3.11: Exercises
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3.1: Schrodinger's Equation

Consider a dynamical system consisting of a single non-relativistic particle of mass m moving along the z-axis in some real
potential V' (z). In quantum mechanics, the instantaneous state of the system is represented by a complex wavefunction ¢(z, t).
This wavefunction evolves in time according to Schrédinger’s equation:

p 2 _ B2 0%
ih— = ——— V(@) ¥ (3.1.1)

The wavefunction is interpreted as follows: | (z, t)| 2 is the probability density of a measurement of the particle’s displacement
yielding the value x. Thus, the probability of a measurement of the displacement giving a result between a and b (where a < b) is

b
2
Prcan(®) = [ 0(a,t)|" do. (3.1.2)
Note that this quantity is real and positive definite.
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3.2: Normalization of the Wavefunction

Now, a probability is a real number lying between 0 and 1. An outcome of a measurement that has a probability 0 is an impossible
outcome, whereas an outcome that has a probability 1 is a certain outcome. According to Equation ([e3.2]), the probability of a
measurement of z yielding a result lying between —oo and +o0 is

- /_Oo b(z, 1)| ? da. (3.2.1)

However, a measurement of z must yield a value lying between —oco and 400, because the particle has to be located somewhere. It
follows that Py ¢ o000 =1, OF

o0
[ w0t =1, (3.2.2)
—00

which is generally known as the normalization condition for the wavefunction.

For example, suppose that we wish to normalize the wavefunction of a Gaussian wave-packet, centered on z =z, and of
characteristic width o (see Section [s2.9]): that is,

w(x) — ,(1)0 e—(w—zo) (4o 2)_ (3.2.3)
In order to determine the normalization constant )y, we simply substitute Equation ([e3.5]) into Equation ([e3.4]) to obtain
o) 2 / o) /(207 g _ 1. (3.2.4)
Changing the variable of integration to y = (z — x)/(v/2 o), we get
oo
|¢0\2ﬁa/ eV dy=1. (3.2.5)
—00
However ,
o 2
/ eV dy=./m, (3.2.6)
which implies that
1
2
— . 3.2.7
wl’ = G (3:2.7)

Hence, a general normalized Gaussian wavefunction takes the form

eiw 2 2
_ = —(z—=0)7/(40®)
v = (27 02)1/46 0 ’ (3:2:8)

where ¢ is an arbitrary real phase-angle.
It is important to demonstrate that if a wavefunction is initially normalized then it stays normalized as it evolves in time according
to Schrodinger’s equation. If this is not the case then the probability interpretation of the wavefunction is untenable, because it does

not make sense for the probability that a measurement of z yields any possible outcome (which is, manifestly, unity) to change in
time. Hence, we require that

d o]

il [ (z,t)|* de =0, (3.2.9)

for wavefunctions satisfying Schrédinger’s equation. The previous equation gives

E/_Oow*l/)da::/_oo( ;bt Y+* a—qf) dz =0. (3.2.10)

Now, multiplying Schrédinger’s equation by * /(i k), we obtain
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* 81;[] _ lh * 8277[} i 2
P % 2m P — hV|1/1| . (3.2.11)
The complex conjugate of this expression yields
a,l/)* 62’1,[)* '
e T ¢ +— V|¢|2 (3.2.12)
[because (AB)* =A*B*, A** =A,andi* = —i].
Summing the previous two equations, we get
o+ 1P ik 0%y 02 ih 0 oY o
= * — =— — Y. 2.1
1/) L ot 2m(¢ oz? v ot? ) m Oz (d) Oz ¥ oz ) (3:2.13)
Equations ([e3.12]) and ([e3.15]) can be combined to produce
d [ 2, o W
i) . |¥|“ dx = 2m [1/} E e | =0. (3.2.14)
The previous equation is satisfied provided
Y| =0 as |z|— oo (3.2.15)

However, this is a necessary condition for the integral on the left-hand side of Equation ([e3.4]) to converge. Hence, we conclude
that all wavefunctions that are square-integrable [i.e., are such that the integral in Equation ([e3.4]) converges] have the property
that if the normalization condition ([e3.4]) is satisfied at one instant in time then it is satisfied at all subsequent times.

It is also possible to demonstrate, via very similar analysis to that just described, that

GPecad | iy 1)~ j(a,t) = 0, (3.2.16)
T dt
where P, ¢ 4. is defined in Equation ([e3.2]), and
N
i@, t) =5 <1,b % (%) (3.2.17)

is known as the probability current. Note that j is real. Equation ([epc]) is a probability conservation equation. According to this
equation, the probability of a measurement of x lying in the interval a to b evolves in time due to the difference between the flux of
probability into the interval [i.e., j(a, t)], and that out of the interval [i.e., j(b,¢)]. Here, we are interpreting j(z,t) as the flux of
probability in the +z-direction at position & and time £.

Note, finally, that not all wavefunctions can be normalized according to the scheme set out in Equation ([e3.4]). For instance, a
plane-wave wavefunction

Pz, t) =t e’ Frd (3.2.18)
is not square-integrable, and, thus, cannot be normalized. For such wavefunctions, the best we can say is that

Prean(t /|1/)wt dz. (3.2.19)

In the following, all wavefunctions are assumed to be square-integrable and normalized, unless otherwise stated.
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3.3: Expectation Values (Averages) and Variances

We have seen that |¢)(z, t) |2 is the probability density of a measurement of a particle’s displacement yielding the value x at time ¢.
Suppose that we make a large number of independent measurements of the displacement on an equally large number of identical
quantum systems. In general, measurements made on different systems will yield different results. However, from the definition of
probability (see Chapter [s2]), the mean of all these results is simply

o0
(z) =/ z [¢|? da. (3.3.1)
—00
Here, (z) is called the expectation value of . (See Chapter [s2].) Similarly the expectation value of any function of z is
:/ £(@) [ da. (3.3.2)

In general, the results of the various different measurements of « will be scattered around the expectation value, (x). The degree of
scatter is parameterized by the quantity

ol = / " (@ — (@) |9 de = (&) — (), (33.3)

which is known as the variance of z. (See Chapter [s2].) The square-root of this quantity, o, is called the standard deviation of x.
(See Chapter [s2].) We generally expect the results of measurements of z to lie within a few standard deviations of the expectation
value.

For instance, consider the normalized Gaussian wave-packet [see Equation ([eng])]

e'¥

Y(x) = Grotyit o (o) /() (3.3.4)
The expectation value of x associated with this wavefunction is
(z) = \/5770—2 (2=20)*/(20%) gy, (3.3.5)
Lety = (z —x)/(v/20). It follows that
(z) = 30_ eV dy—|— / ye ¥ dy. (3.3.6)

However, the second integral on the right-hand side is zero, by symmetry. Hence, making use of Equation ([e3.8]), we obtain
(z) = zy. (3.3.7)

Evidently, the expectation value of  for a Gaussian wave-packet is equal to the most likely value of z (i.e., the value of z that
maximizes |t|?).

The variance of x associated with the Gaussian wave-packet ([e3.24]) is

1 *© 2 2
ol = z —xg)2 e (@) /(2% g 3.3.8
¢ V2o o? ( o) ( )
Lety = (z —x0)/(v/20). It follows that
20’2 o0 2
2= — 2e7Y dy. 3.3.9
e (33.9)
However,
/ et dy=Y", (3.3.10)
. 2
giving
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o2 =o. (3.3.11)

This result is consistent with our earlier interpretation of o as a measure of the spatial extent of the wave-packet. (See Section
[s2.9].) It follows that we can rewrite the Gaussian wave-packet ([e3.24]) in the convenient form

e'¥

_ ~(e—(2))*/(402)
P(z) = T : (3.3.12)
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3.4: Ehrenfest's Theorem

A simple way to calculate the expectation value of momentum is to evaluate the time derivative of (z), and then multiply by the
mass m: that is,

d{x d [ © Ply|?
(p>:m%:m5/_oom|w|2dw:m/_oox ‘(;/j dz. (3.4.1)
However, it is easily demonstrated that
oy|” . 0j
+—=—=0 3.4.2
ot Oz ( )
[this is just the differential form of Equation ([epc])], where j is the probability current defined in Equation ([eprobc]). Thus,
= —m/ T = da; = m/ jdez, (3.4.3)
—00
where we have integrated by parts. It follows from Equation (|eprobc]) that
ih [ 0 o
<p>=—1—/ ¥ o ’/’ L da:——lh/ ¢* d:p, (3.4.4)
2 J o or
where we have again integrated by parts. Hence, the expectation value of the momentum can be written
d(z) oY
=m——=-ih ¥ —dz. 3.4.5
(p)=m— ih| Vg% (3.4.5)

It follows from the previous equation that

d(p) . < (Y O 0% (.. 0\ 0 oy (. 0y
7:—”"/_00( o ox TV B ) /_oo[(”"a) a?*%(lhﬁ)]d‘"’

where we have integrated by parts. Substituting from Schrédinger’s equation ([e3.1]), and simplifying, we obtain

dip) [ |_ R 3 (3 % aly|” /°° aly|*
- - = - dz = dx. 4.
dt /_m[ 2m3z< Oz Oz V(=) Oz v _OOV(m) Oz v (3-4.6)
Integration by parts yields
dip)  [¥dV o, [dV
N _—/_oo vl d:r——<dx>. (3.4.7)
Hence, according to Equations ([e4.34x]) and ([e3.41]),
d{z) _
" =)

d{p) av
dt dz /-~
Evidently, the expectation values of displacement and momentum obey time evolution equations that are analogous to those of

classical mechanics. This result is known as Ehrenfest’s theorem .
Suppose that the potential V(z) is slowly varying. In this case, we can expand dV /dz as a Taylor series about (x). Keeping terms
up to second order, we obtain
dV(z) _dV({z))  dV *((z))
dz d{x) d{z)?

1 dV 3((z))

(@~ @)+ 3 g

(z — (z))2. (3.4.8)

Substitution of the previous expansion into Equation ([e3.43]) yields
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dip) _ dV({z)) o dV*((z))
dt ~ d@) 2 dz)? (34.9)

because (1) =1, and (z — (z)) =0, and ((z — (z)) 2) = 0,2 . The final term on the right-hand side of the previous equation can
be neglected when the spatial extent of the particle wavefunction, o, is much smaller than the variation length-scale of the
potential. In this case, Equations ([e3.42]) and ([e3.43]) reduce to
d(z)
mg P
dp)  dv((a))

dt d(z)

These equations are exactly equivalent to the equations of classical mechanics, with (z) playing the role of the particle
displacement. Of course, if the spatial extent of the wavefunction is negligible then a measurement of « is almost certain to yield a
result that lies very close to (z). Hence, we conclude that quantum mechanics corresponds to classical mechanics in the limit that
the spatial extent of the wavefunction (which is typically of order the de Boglie wavelength) is negligible. This is an important
result, because we know that classical mechanics gives the correct answer in this limit.
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3.5: Operators

An operator, O (say), is a mathematical entity that transforms one function into another: that is,

O(f(z)) — g(z). (3.5.1)
For instance,  is an operator, because z f(z)is a different function to f(z), and is fully specified once f(x) is given. Furthermore,
d/dz is also an operator, because df(z)/dzis a different function to f(z), and is fully specified once f(z) is given. Now,

af , d

mdm#dm

(z f). (3.5.2)
This can also be written
d d
T —F#—=z
dz " dz ™’
where the operators are assumed to act on everything to their right, and a final f(z) is understood [where f(z) is a general

function]. The previous expression illustrates an important point. Namely, in general, operators do not commute with one another.
Of course, some operators do commute. For instance,

(3.5.3)

rei=2z"z. (3.5.4)
Finally, an operator, O, is termed linear if
O(c f(z)) = cO(f (), (3.5.5)
where f is a general function, and ¢ a general complex number. All of the operators employed in quantum mechanics are linear.

Now, from Equations ([e3.22]) and ([e3.38]),

<w>=/:¢*wdm,

<p>=/:¢* (—ih%)z{zdm.

These expressions suggest a number of things. First, classical dynamical variables, such as « and p, are represented in quantum
mechanics by linear operators that act on the wavefunction. Second, displacement is represented by the algebraic operator z, and
momentum by the differential operator —i k @/dz: that is, \[\label{e3.54} p \equiv -{\rm i}\,\hbar\,\frac{\partial } {\partial x}.\]

Finally, the expectation value of some dynamical variable represented by the operator O(z) is simply

(0) :/00 V" (z,t) O(z) ¢(x,t) dz. (3.5.6)

Clearly, if an operator is to represent a dynamical variable that has physical significance then its expectation value must be real. In
other words, if the operator O represents a physical variable then we require that (O) = (O)*, or

/_: P* (0h) dm:/_oo(OdJ)*d)dw, (3.5.7)

[o¢]

where O* is the complex conjugate of O. An operator that satisfies the previous constraint is called an Hermitian operator. It is
easily demonstrated that z and p are both Hermitian. The Hermitian conjugate, O, of a general operator, O, is defined as follows:

[ wowi=[ 0 v (3.5.8)

The Hermitian conjugate of an Hermitian operator is the same as the operator itself: that is, p’ = p. For a non-Hermitian operator,
O (say), it is easily demonstrated that (O')' = O, and that the operator O+ O' is Hermitian. Finally, if A and B are two
operators, then (A B)! = BT A,

Suppose that we wish to find the operator that corresponds to the classical dynamical variable x p. In classical mechanics, there is

no difference between x p and p x. However, in quantum mechanics, we have already seen that z p # p . So, should we choose
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zp or pa? Actually, neither of these combinations is Hermitian. However, (1/2)[zp+ (z p)] is Hermitian. Moreover,
(1/2)[zp+(zp)f] =(1/2) (xp+p' zt) = (1/2) (z p+p ), which neatly resolves our problem of the order in which to place
z and p.
It is a reasonable guess that the operator corresponding to energy (which is called the Hamiltonian, and conventionally denoted H)
takes the form

2

HE§E+V@) (3.5.9)

Note that H is Hermitian. Now, it follows from Equation ([e3.54]) that

H=———+V(z). (3.5.10)

0
—_— =ih — .5.11
2m Ba? +V(l‘) i 5% (35 )
o)
0
H=ih—. 3.5.12
5 (3.5.12)
Thus, the time-dependent Schrodinger equation can be written
o
ih— =H4. 3.5.13
ih =t —Hy (3.5.13)

Finally, if O(z, p, E) is a classical dynamical variable that is a function of displacement, momentum, and energy then a reasonable
guess for the corresponding operator in quantum mechanics is (1/2) [O(z,p, H) + Of(z,p, H)], where p=—ihd/0z, and
H=ihd/0t.
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3.6: Momentum Representation

Fourier’s theorem (see Section [s2.9]), applied to one-dimensional wavefunctions, yields
1 0 ik
z,t) = —— k,t)e™ " dk,
vlent) == [ 9

P(k,t) = \/12_ﬂ/ﬂ¢(a;,t)e—ikzdz,

where k represents wavenumber. However, p = k k . Hence, we can also write

_ 1 * +Hpz/h
vlet) = = / o)
1 o0 .
_ —ipz/h
60,0 =~ [m¢(m,t)e palh o,

where ¢(p,t) = (k,t)/+/R is the momentum-space equivalent to the real-space wavefunction v (z, t).

At this stage, it is convenient to introduce a useful function called the Dirac delta-function . This function, denoted é(z), was first
devised by Paul Dirac , and has the following rather unusual properties: é() is zero for « # 0, and is infinite at z = 0. However,
the singularity at = 0 is such that

/Ood(a:)da:zl. (3.6.1)

The delta-function is an example of what is known as a generalized function: that is, its value is not well defined at all z, but its
integral is well defined. Consider the integral

/_oo f(z)d(z) dz. (3.6.2)

Because 6(z) is only non-zero infinitesimally close to z =0, we can safely replace f(z) by f(0) in the previous integral
(assuming f(z) is well behaved at z = 0), to give

| 1@o@de=10) [ o) ds = 500), (36
where use has been made of Equation ([e3.64a]). A simple generalization of this result yields
/ f(x)d(x —zo) dx = f(zo), (3.6.4)

which can also be thought of as an alternative definition of a delta-function.

Suppose that (z) = §(z — zp) . It follows from Equations ([e3.65]) and ([e3.69]) that

e—pzo/h
¢(p) = N (3.6.5)
Hence, Equation (|e3.64]) yields the important result
1 oL
Sz —wo) =g [ "7 (z=20) /R gy, (3.6.6)
Similarly,
1 .
d(p—po) = ST et (p=m) 2/ gy (3.6.7)
—00

It turns out that we can just as easily formulate quantum mechanics using the momentum-space wavefunction, ¢(p, t), as the real-
space wavefunction, (z,t). The former scheme is known as the momentum representation of quantum mechanics. In the
momentum representation, wavefunctions are the Fourier transforms of the equivalent real-space wavefunctions, and dynamical
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variables are represented by different operators. Furthermore, by analogy with Equation ([e3.55]), the expectation value of some
operator O(p) takes the form

0) = / " 4 (p,£) O(p) b(p, £) dp. (3.6.8)

Consider momentum. We can write

o) :/ v (2, 1) (-inaﬁ) ¥(z,t) do

where use has been made of Equation ([e3.64]). However, it follows from Equation ([e3.72]) that

-/ N / T W) b0, 0) po(p— ) dpdp. (3.6.9)

Hence, using Equation ([e3.69]), we obtain

=/_ 9" (p,t) po( ,t)dp=/_ plgl” dp. (3.6.10)

Evidently, momentum is represented by the operator p in the momentum representation. The previous expression also strongly

suggests [by comparison with Equation ([¢3.22])] that |¢(p, t)| % can be interpreted as the probability density of a measurement of
momentum yielding the value p at time ¢. It follows that ¢(p, t) must satisfy an analogous normalization condition to Equation
(le3.4]): that is,

/_oo |p(p,t)|*dp=1. (3.6.11)

Consider displacement. We can write

/ V' (z,t) T Y(z,t) dx

27rh/ / / ¢"(v',t) ¢(p, )( lh—) e PP/ g dp dp.

27rh/ / / ¢*(p', t) et (0P a/h (1hai) é(p,t)dxdpdp'. (3.6.12)

Hence, making use of Equations ([e3.72]) and ([e3.69]), we obtain

27rh/ ¢ (p ( >¢(P)dp' (3.6.13)

Evidently, displacement is represented by the operator

Integration by parts yields

r=ih— (3.6.14)

in the momentum representation.

Finally, let us consider the normalization of the momentum-space wavefunction ¢(p, t). We have

o0 1 o0 o0 o0 . ,
/_Oo P (z,t)Y(z,t)de = 27rh/—oo /_Oo /_Oo o (p',t) d(p,t)e™ (p=P) 2/ g2 dp dp'. (3.6.15)

Thus, it follows from Equations ([e3.69]) and ([e3.72]) that
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[ Ry R (5.6.16)

o0

Hence, if ¢ (z,t) is properly normalized [see Equation ([e3.4])] then ¢(p,t), as defined in Equation ([e3.65]), is also properly
normalized [see Equation ([enormp])].

The existence of the momentum representation illustrates an important point. Namely, there are many different, but entirely
equivalent, ways of mathematically formulating quantum mechanics. For instance, it is also possible to represent wavefunctions as
row and column vectors, and dynamical variables as matrices that act upon these vectors.
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3.7: Heisenberg's Uncertainty Principle
Consider a real-space Hermitian operator, O(x). A straightforward generalization of Equation ([¢3.55a]) yields

/:wz (sz)dxz/oo(ozpl)*zpz dz, (3.7.1)

where 91 (z) and ¢, (z) are general functions.
Let f = (A — (A)) 1, where A(z) is an Hermitian operator, and t(z) a general wavefunction. We have

/_°° 1£1? de =/_°° f* fda =/_°°[(A—<A>)¢]*[(A—<A>)¢J dz. (3.7.2)

o] (o]

Making use of Equation ([e3.84]), we obtain
[ urde= [ v a-an?ede—op, (3.7.3)

where o 2 is the variance of A. [See Equation ([e3.24a]).] g4 Similarly, if g= (B — (B))1 , where B is a second Hermitian
operator, then

[o¢]
[l =az, (3.7.4)
—00
Now, there is a standard result in mathematics, known as the Schwartz inequality , which states that
b 2 b , b ,
[ r@awa| < [Cse)ta [Clow) e, (3.7.5)
a a a
where f and g are two general functions. Furthermore, if z is a complex number then
1 2
#1% = [Re(@)]? + (2] > () = |5 7)) (3.7.6)
1

Hence, if z= [*_ f* gdz then Equations ([¢3.86])~([e3.89]) yield

1 2
olol> {Z (z—z*)} . (3.7.7)
However,
o= [ 1A= )0 (BB Vo= [ v (A () (B~ (B) b, (3.7.8)
where use has been made of Equation (|e3.84]). The previous equation reduces to
z:/ ' ABvydz —(A) (B). (3.7.9)
Furthermore, it is easily demonstrated that
z*:/ W BApdz—(A) (B). (3.7.10)
Hence, Equation ([e3.90]) gives
1 2
sioi > (5704.8)) | (3.7.11)
where
[A,Bj=AB—-BA. (3.7.12)
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Equation ([e3.94]) is the general form of Heisenberg’s uncertainty principle in quantum mechanics. It states that if two dynamical
variables are represented by the two Hermitian operators A and B, and these operators do not commute (i.e., A B # B A), then it
is impossible to simultaneously (exactly) measure the two variables. Instead, the product of the variances in the measurements is
always greater than some critical value, which depends on the extent to which the two operators do not commute.

For instance, displacement and momentum are represented (in real-space) by the operators « and p = —i h8/0x, respectively.
Now, it is easily demonstrated that

[z,p] =ih. (3.7.13)
Thus,

Oy Op > (3.7.14)

= Ea
which can be recognized as the standard displacement-momentum uncertainty principle (see Section [sun]). It turns out that the
minimum uncertainty (i.e., o, 0, = k/2) is only achieved by Gaussian wave-packets (see Section [s2.9]): that is,

+ipyz/h

Y(z) = ——— e (o)A (3.7.15)
(2770%)1/4
ipzo/h

¢(p): e P e—(P—Po)z/‘l‘Tz? (3716)
(2%012,)1/4

where ¢(p) is the momentum-space equivalent of ¥ (z).

Energy and time are represented by the operators H =ik d/0¢t and t, respectively. These operators do not commute, indicating
that energy and time cannot be measured simultaneously. In fact,

[H,t] =ih, (3.7.17)

SO
h
OF Ot 2 3 (3.7.18)

This can be written, somewhat less exactly, as

AEAt > R are the uncertainties in energy and time, respectively. The previous expression is generally known as the energy-time
uncertainty principle.

For instance, suppose that a particle passes some fixed point on the x-axis. Because the particle is, in reality, an extended wave-
packet, it takes a certain amount of time, At, for the particle to pass. Thus, there is an uncertainty, A¢, in the arrival time of the
particle. Moreover, because ¥ = hw, the only wavefunctions that have unique energies are those with unique frequencies: that is,
plane-waves. Because a wave-packet of finite extent is made up of a combination of plane-waves of different wavenumbers, and,
hence, different frequencies, there will be an uncertainty AF in the particle’s energy that is proportional to the range of frequencies
of the plane-waves making up the wave-packet. The more compact the wave-packet (and, hence, the smaller At), the larger the
range of frequencies of the constituent plane-waves (and, hence, the large AE), and vice versa.

To be more exact, if 1 (¢) is the wavefunction measured at the fixed point as a function of time then we can write

W(t) = \/2%1 [ ()P g (3.7.19)

In other words, we can express ¥ (t) as a linear combination of plane-waves of definite energy E. Here, x(E) is the complex
amplitude of plane-waves of energy F in this combination.

By Fourier’s theorem, we also have

1

X(E) = [ h P(t)e ™ ER gt (3.7.20)

V2rh

For instance, if ¢(¢) is a Gaussian then it is easily shown that x(E) is also a Gaussian: that is,
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efiE()t/ﬁ ()2 /402
’l/)(t) — We (t tO) /4 t (3721)
(27a7)
+iEty/h
x(E) = &e—(E—EO)Z/‘lU% (3.7.22)
a\1/4
(27rcrE)

where og 0; = Fi/2. As before, Gaussian wave-packets satisfy the minimum uncertainty principle og o; = /2. Conversely, non-
Gaussian wave-packets are characterized by oz o; > h/2.
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3.8: Eigenstates and Eigenvalues

Consider a general real-space operator, A(z). When this operator acts on a general wavefunction () the result is usually a
wavefunction with a completely different shape. However, there are certain special wavefunctions which are such that when A acts
on them the result is just a multiple of the original wavefunction. These special wavefunctions are called eigenstates, and the
multiples are called eigenvalues. Thus, if

Atpa(z) = ava(z), (3.8.1)
where a is a complex number, then v, is called an eigenstate of A corresponding to the eigenvalue a.

Suppose that A is an Hermitian operator corresponding to some physical dynamical variable. Consider a particle whose
wavefunction is 1. The expectation of value A in this state is simply [see Equation ([e3.55])]

[o¢] o0
(A) :/ i A,dr =a / Vi e dz = a, (3.8.2)
—00 —00
where use has been made of Equation ([e3.107]) and the normalization condition ([e3.4]). Moreover,
(A?) :/ Wt A2 p,dxr =a / Wt A, dx =a’ / Yh e dr =a?, (3.8.3)
so the variance of A is [cf., Equation ([e3.24a])]

c2=(A%)—(A)?=a’—a’=0. (3.8.4)

The fact that the variance is zero implies that every measurement of A is bound to yield the same result: namely, a. Thus, the
eigenstate v, is a state that is associated with a unique value of the dynamical variable corresponding to A. This unique value is
simply the associated eigenvalue.

It is easily demonstrated that the eigenvalues of an Hermitian operator are all real. Recall [from Equation ([e3.84])] that an
Hermitian operator satisfies

| wiamda= [y e (3.8.5)
Hence, if 4 — 1y — 1, then
/: " (A¢a)dw:[:(A¢a)*wa de, (3.8.6)
which reduces to [see Equation ([e3.107])]
a=a, (3.8.7)

assuming that 1, is properly normalized.

Two wavefunctions, ¥ (x) and 1 (z), are said to be orthogonal if

/mwi Yo dz =0. (3.8.8)
—o0
Consider two eigenstates of A, 1, and 1), which correspond to the two different eigenvalues a and a’, respectively. Thus,
Aty =ath,,
Aty =d ¢y
Multiplying the complex conjugate of the first equation by 1./, and the second equation by %, and then integrating over all z, we

obtain
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[ @ vwde=a [ v de,

oo o0
[ wivnrde =d [ ivade.
However, from Equation ([e3.111]), the left-hand sides of the previous two equations are equal. Hence, we can write
(a—a) / Vs Yy dz = 0. (3.8.9)
—00
By assumption, a # a’, yielding
oo
/ Vs Yo dz =0. (3.8.10)

In other words, eigenstates of an Hermitian operator corresponding to different eigenvalues are automatically orthogonal.

Consider two eigenstates of A, 1, and 1/, that correspond to the same eigenvalue, a. Such eigenstates are termed degenerate. The
previous proof of the orthogonality of different eigenstates fails for degenerate eigenstates. Note, however, that any linear
combination of %, and v, is also an eigenstate of A corresponding to the eigenvalue a. Thus, even if v, and v} are not
orthogonal, we can always choose two linear combinations of these eigenstates that are orthogonal. For instance, if ¢, and 1/, are
properly normalized, and

/ww:; Yodz =c, (3.8.11)

then it is easily demonstrated that

L Y (3.8.12)

1—|ef*

vl =

is a properly normalized eigenstate of A, corresponding to the eigenvalue a, that is orthogonal to 1),. It is straightforward to
generalize the previous argument to three or more degenerate eigenstates. Hence, we conclude that the eigenstates of an Hermitian
operator are, or can be chosen to be, mutually orthogonal.

It is also possible to demonstrate that the eigenstates of an Hermitian operator form a complete set : that is, any general
wavefunction can be written as a linear combination of these eigenstates. However, the proof is quite difficult, and we shall not
attempt it here.

In summary, given an Hermitian operator A, any general wavefunction, ¥(z), can be written

b= civ, (3.8.13)

where the ¢; are complex weights, and the v; are the properly normalized (and mutually orthogonal) eigenstates of A: that is,
Ay =a; P, (3.8.14)
where a; is the eigenvalue corresponding to the eigenstate 1;, and

/ood);* ¥; dx = b;;. (3.8.15)

Here, §;; is called the Kronecker delta-function , and takes the value unity when its two indices are equal, and zero otherwise.

It follows from Equations ([e3.123]) and ([e3.125]) that

c; z/m@bg‘@bdm. (3.8.16)

Thus, the expansion coefficients in Equation (|e3.123]) are easily determined, given the wavefunction v and the eigenstates ;.
Moreover, if 1) is a properly normalized wavefunction then Equations ([e3.123]) and ([e3.125]) yield
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D el?=1. (3.8.17)
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3.9: Measurement

Suppose that A is an Hermitian operator corresponding to some dynamical variable. By analogy with the discussion in Section
[scoll], we expect that if a measurement of A yields the result a then the act of measurement will cause the wavefunction to
collapse to a state in which a measurement of A is bound to give the result a. What sort of wavefunction, %, is such that a
measurement of A is bound to yield a certain result, a? Well, expressing ¢ as a linear combination of the eigenstates of A, we have

b= e, (3.9.1)

where ; is an eigenstate of A corresponding to the eigenvalue a;. If a measurement of A is bound to yield the result a then
(4) =a, (3.9.2)
and
02 =(A%—(A)=0. (3.9.3)

Now, it is easily seen that

() =>leil” ai,
(%) =3 el *a.

Thus, Equation ([e4.130]) gives

2
Zaiz\ci|2— Zai\ci|2 =0. (3.9.4)
i i
Furthermore, the normalization condition yields

Z|ci|2 =1. (3.9.5)

. . . . 2 2
For instance, suppose that there are only two eigenstates. The previous two equations then reduce to |¢;|“ =z, and |¢3| " =1 —=z,
where 0 <z <1, and

(a1 —az)?z (1—2)=0. (3.9.6)

The only solutions are £ =0 and x =1. This result can easily be generalized to the case where there are more than two
eigenstates. It follows that a state associated with a definite value of A is one in which one of the | ;| ? is unity, and all of the others
are zero. In other words, the only states associated with definite values of A are the eigenstates of A. It immediately follows that
the result of a measurement of A must be one of the eigenvalues of A. Moreover, if a general wavefunction is expanded as a linear
combination of the eigenstates of A, like in Equation ([e4.128]), then it is clear from Equation ([e4.131]), and the general definition
of a mean, that the probability of a measurement of A yielding the eigenvalue a; is simply |¢;| 2 where ¢; is the coefficient in front
of the ith eigenstate in the expansion. Note, from Equation ([e4.134]), that these probabilities are properly normalized: that is, the
probability of a measurement of A resulting in any possible answer is unity. Finally, if a measurement of A results in the
eigenvalue a; then immediately after the measurement the system will be left in the eigenstate corresponding to a;.

Consider two physical dynamical variables represented by the two Hermitian operators A and B. Under what circumstances is it
possible to simultaneously measure these two variables (exactly)? Well, the possible results of measurements of A and B are the
eigenvalues of A and B, respectively. Thus, to simultaneously measure A and B (exactly) there must exist states which are
simultaneous eigenstates of A and B. In fact, in order for A and B to be simultaneously measurable under all circumstances, we
need all of the eigenstates of A to also be eigenstates of B, and vice versa, so that all states associated with unique values of A are
also associated with unique values of B, and vice versa.

Now, we have already seen, in Section 1.8, that if A and B do not commute (i.e., if AB# B A) then they cannot be
simultaneously measured. This suggests that the condition for simultaneous measurement is that A and B should commute.
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Suppose that this is the case, and that the v; and a; are the normalized eigenstates and eigenvalues of A, respectively. It follows

that
(AB—BA)y;=(AB—Ba;)¢;=(A—a;) By; =0, (3.9.7)
or
A(Bvi) = ai (By). (3.9.8)
Thus, B1; is an eigenstate of A corresponding to the eigenvalue a; (though not necessarily a normalized one). In other words,
B; < ;, or
B =b; i, (3.9.9)

where b; is a constant of proportionality. Hence, v; is an eigenstate of B, and, thus, a simultaneous eigenstate of A and B. We
conclude that if A and B commute then they possess simultaneous eigenstates, and are thus simultaneously measurable (exactly).
Continuous Eigenvalues

In the previous two sections, it was tacitly assumed that we were dealing with operators possessing discrete eigenvalues and
square-integrable eigenstates. Unfortunately, some operators—most notably, z and p—possess eigenvalues that lie in a continuous
range and non-square-integrable eigenstates (in fact, these two properties go hand in hand). Let us, therefore, investigate the
eigenstates and eigenvalues of the displacement and momentum operators.

Let 4, (z, ') be the eigenstate of x corresponding to the eigenvalue z'. It follows that

T (z,2) =" P, (z,z) (3.9.10)
for all z. Consider the Dirac delta-function §(z — x') . We can write

zé(z—2')=26(z—2), (3.9.11)

because §(z — ') is only non-zero infinitesimally close to z = z’. Evidently, 1, (x, ') is proportional to d(x —z') . Let us make
the constant of proportionality unity, so that

¥a(z,2') = d(z —2'). (3.9.12)

It is easily demonstrated that

/_00 S(z—2')o6(z —2'")dz = (' — ). (3.9.13)

(o ¢]

Hence, ¥, (z, ') satisfies the orthonormality condition
/ Vi(z,x') Yy (z,2") dz = §(z’ —2"). (3.9.14)

This condition is analogous to the orthonormality condition ([e3.125]) satisfied by square-integrable eigenstates. Now, by
definition, §(z — z') satisfies

/:f(x)é(ac—x’)dm — f(@), (3.9.15)
where f(z) is a general function. We can thus write

vie) = [ ele)buleo) d (3.9.16)
where ¢(z') = 9(z'), or

e(a') = /:¢;(w,x')¢(m)dx. (3.9.17)

In other words, we can expand a general wavefunction t(z) as a linear combination of the eigenstates, v, (z,z’), of the
displacement operator. Equations ([e4.144]) and ([e4.145]) are analogous to Equations ([e3.123]) and ([e3.126]), respectively, for
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square-integrable eigenstates. Finally, by analogy with the results in Section 1.9, the probability density of a measurement of x
yielding the value ' is |c(z')| %, which is equivalent to the standard result |¢(z')| 2. Moreover, these probabilities are properly
normalized provided () is properly normalized [cf., Equation ([e3.127])]: that is,

/_oo le(2')|? da' :/_oo l(z')|? da’ =1. (3.9.18)

Finally, if a measurement of z yields the value z’ then the system is left in the corresponding displacement eigenstate, v, (z, z'),
immediately after the measurement. That is, the wavefunction collapses to a “spike-function”, §(z —z'), as discussed in Section

[scoll].
Now, an eigenstate of the momentum operator p = —i % d/0z corresponding to the eigenvalue p' satisfies
., (2, )
—lﬁpa—m’ —p' ¢, (z,p). (3.9.19)
It is evident that
Py (z,p') oce P/, (3.9.20)
We require ¢, (z, p') to satisfy an analogous orthonormality condition to Equation ([ e4.143]): that is,
/ (@, 7) b, ") de = 50’ —p"). (3.9.21)
—00
Thus, it follows from Equation ([e3.72]) that the constant of proportionality in Equation ([e4.148]) should be (27 h)_l/ 2 that is,
, et p z/h
PYp(z,p') = (O (3.9.22)
Furthermore, according to Equations ([e3.64]) and ([e3.65]),
o0
Y(x) :/ c(') Yp(z,p') dp', (3.9.23)
—00
where c(p') = ¢(p') [see Equation ([e3.65])], or
o) :/ ¥ (@, p) ¥(z) dx. (3.9.24)

In other words, we can expand a general wavefunction t(z) as a linear combination of the eigenstates, ¥, (z,p’), of the
momentum operator. Equations ([e4.152]) and ([e4.153]) are again analogous to Equations ([e3.123]) and ([e3.126]), respectively,
for square-integrable eigenstates. Likewise, the probability density of a measurement of p yielding the result p’ is |c(p')] 2 which is
equivalent to the standard result |$(p’)| 2. The probabilities are also properly normalized provided () is properly normalized
[cf., Equation ([e3.83])]: that is,

| e’ a = [ 1o = [ e =1, (3.9.25)
—00 —00 —00

Finally, if a mesurement of p yields the value p’ then the system is left in the corresponding momentum eigenstate, ¥, (z, p'),
immediately after the measurement.
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3.10: Stationary States
An eigenstate of the energy operator H =ik /8t corresponding to the eigenvalue E; satisfies

0 , t, B
ih% = E;¢5(z,t, E;). (3.10.1)
It is evident that this equation can be solved by writing

Vp(z,t, B;) = pi(z) e B UR (3.10.2)

where ;(z) is a properly normalized stationary (i.e., non-time-varying) wavefunction. The wavefunction ¥g(z,t, E;)

corresponds to a so-called stationary state, because the probability density |¢g| % s non-time-varying. Note that a stationary state
is associated with a unique value for the energy. Substitution of the previous expression into Schrodinger’s equation ([e3.1]) yields
the equation satisfied by the stationary wavefunction:

R? d2qy;
L V@) - Bl (3.10.3)

This is known as the time-independent Schrddinger equation. More generally, this equation takes the form

H; = E; s, (3.10.4)
where H is assumed not to be an explicit function of ¢. Of course, the 1; satisfy the usual orthonormality condition:
o0
Moreover, we can express a general wavefunction as a linear combination of energy eigenstates:
¥(z,t) chi Wi(z)e B (3.10.6)
where
Ci =/ ¥;(x) p(z,0)de. (3.10.7)
—00
Here, |¢;| ? is the probability that a measurement of the energy will yield the eigenvalue E;. Furthermore, immediately after such a

measurement, the system is left in the corresponding energy eigenstate. The generalization of the previous results to the case where
H has continuous eigenvalues is straightforward.

If a dynamical variable is represented by some Hermitian operator A that commutes with H (so that it has simultaneous eigenstates
with H), and contains no specific time dependence, then it is evident from Equations ([e4.157]) and ([e4.158]) that the expectation
value and variance of A are time independent. In this sense, the dynamical variable in question is a constant of the motion.
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3.11: Exercises

1. Monochromatic light with a wavelength of 6000A passes through a fast shutter that opens for 10~ sec. What is the subsequent
spread in wavelengths of the no longer monochromatic light?
2. Calculate (z), (z?), and o, as well as (p), (p?), and op, for the normalized wavefunction

[2a3 1
P(z) = %N—W' (3.11.1)

Use these to find o, 0. Note that [ dz/(z?+a?) =7/a.

3. Classically, if a particle is not observed then the probability of finding it in a one-dimensional box of length L, which extends
from z =0 to = L, is a constant 1/ L per unit length. Show that the classical expectation value of  is L/2, the expectation
value of z 2 is L? /3, and the standard deviation of z is L/+/12.

4. Demonstrate that if a particle in a one-dimensional stationary state is bound then the expectation value of its momentum must
be zero.

5. Suppose that V'(z) is complex. Obtain an expression for OP(z,t)/0t and d/dt [ P(z,t) dz from Schrédinger’s equation.
What does this tell us about a complex V' (z)?

6. 11 (z) and )9 (x) are normalized eigenfunctions corresponding to the same eigenvalue. If

/_001/)’1‘ P dx =c, (3.11.2)

where c is real, find normalized linear combinations of 1; and 5 that are orthogonal to (a) 11, (b) 11 + 5 .

7. Demonstrate that p = —i A d/0z is an Hermitian operator. Find the Hermitian conjugate of a =z +ip.

8. An operator A, corresponding to a physical quantity «, has two normalized eigenfunctions 1 (z) and 12 (), with eigenvalues
a; and as. An operator B, corresponding to another physical quantity 3, has normalized eigenfunctions ¢ (z) and ¢ (z), with
eigenvalues b; and bs. The eigenfunctions are related via

Y1 = (261 +3¢2) /V13,
P2 = (3¢1 —2¢2) /4/13.
a is measured and the value a; is obtained. If 8 is then measured and then « again, show that the probability of obtaining a; a
second time is 97/169
9. Demonstrate that an operator that commutes with the Hamiltonian, and contains no explicit time dependence, has an
expectation value that is constant in time.
10. For a certain system, the operator corresponding to the physical quantity A does not commute with the Hamiltonian. It has
eigenvalues a1 and as, corresponding to properly normalized eigenfunctions

$1 = (u1 +us) /V/2,
¢o = (w1 —us) /V/2,

where u; and uy are properly normalized eigenfunctions of the Hamiltonian with eigenvalues F; and Es. If the system is in the
state ¢ = ¢; at time ¢ = 0, show that the expectation value of A at time ¢ is

<A>=(al_;@)jt(al;@)cos(wl—fﬂt). (3.11.3)
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CHAPTER OVERVIEW

4: One-Dimensional Potentials

In this chapter, we shall investigate the interaction of a non-relativistic particle of mass m and energy E with various one-
dimensional potentials, V(z). Because we are searching for stationary solutions with unique energies, we can write the
wavefunction in the form (see Section [sstat])

Pz, t) =p(z)e TYR (4.1)
where )(z) satisfies the time-independent Schrédinger equation:
d*p 2m

i F[V(m)—E] Y. (4.2)

In general, the solution, 1(z), to the previous equation must be finite, otherwise the probability density |1| ? would become infinite
(which is unphysical). Likewise, the solution must be continuous, otherwise the probability current ([eprobc]) would become
infinite (which is also unphysical).

4.1: Infinite Potential Well

4.2: Square Potential Barrier

4.3: WKB Approximation

4.4: Cold Emission

4.5: Alpha Decay

4.6: Square Potential Well

4.7: Simple Harmonic Oscillator

4.E: One-Dimensional Potentials (Exercises)
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4.1: Infinite Potential Well

Consider a particle of mass m and energy E moving in the following simple potential:

0 for0<z<a
V(z)= . . (4.1.1)
00 otherwise
It follows from Equation ([e5.2]) that if d 24)/dz 2 (and, hence, %) is to remain finite then %) must go to zero in regions where the
potential is infinite. Hence, 1) = 0 in the regions « < 0 and & > a. Evidently, the problem is equivalent to that of a particle trapped
in a one-dimensional box of length a. The boundary conditions on % in the region 0 < x < a are

$(0) = (a) =0. (4.1.2)
Furthermore, it follows from Equation ([e5.2]) that 1) satisfies

d %y

— = k2 4.1.3

L ——ky (4.1.3)
in this region, where

2mE
k%= T (4.1.4)

Here, we are assuming that £ > 0. It is easily demonstrated that there are no solutions with £ < 0 which are capable of satisfying
the boundary conditions ([e5.4]).

The solution to Equation ([e5.5]), subject to the boundary conditions ([e5.4]), is

Yn(x) = A, sin(k, z), (4.1.5)
where the A,, are arbitrary (real) constants, and
nmw
k, = - (4.1.6)
forn=1,2,3,---. Now, it can be seen from Equations ([e5.6]) and ([e5.8]) that the energy E is only allowed to take certain
discrete values: that is,
2,252
E,=2TT" (4.1.7)
2ma?

In other words, the eigenvalues of the energy operator are discrete. This is a general feature of bounded solutions: that is, solutions
for which || — 0 as |z| — co. According to the discussion in Section [sstat], we expect the stationary eigenfunctions v, (z) to
satisfy the orthonormality constraint

/Oa'z,bn(z)'t,bm(x)dm —5,. (4.1.8)

It is easily demonstrated that this is the case, provided A,, = 1/2/a. Hence,

Yn(z) = \/g sin(nﬂ' %) (4.1.9)

forn=1,2,3,---.
Finally, again from Section [sstat], the general time-dependent solution can be written as a linear superposition of stationary
solutions:
Yz, t)= D cotpn(z)e B VR, (4.1.10)
n=0,00
where
a
ean=[ ¥n(z)¥(z,0)ds. (4.1.11)
0
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4.2: Square Potential Barrier

Consider a particle of mass m and energy E > 0 interacting with the simple square potential barrier

Vo0 et 21
where Vj > 0. In the regions to the left and to the right of the barrier, ¢ (z) satisfies
d2
d;f =—k? 9, (4.2.2)
where k is given by Equation ([e5.6]).
Let us adopt the following solution of the previous equation to the left of the barrier (i.e., z < 0):
Y(z) =e'k? + Re ke, (4.2.3)

This solution consists of a plane-wave of unit amplitude traveling to the right [because the time-dependent wavefunction is
multiplied by exp(—iwt), where w= E/k > 0], and a plane wave of complex amplitude R traveling to the left. We interpret the
first plane wave as an incoming particle (or, rather, a stream of incoming particles), and the second as a particle (or stream of
particles) reflected by the potential barrier. Hence, |R)| % is the probability of reflection. This can be seen by calculating the
probability current ([eprobc]) in the region < 0, which takes the form

qi=v(1-|R|?), (4.2.4)
where v=p/m = hk/m is the classical particle velocity.
Let us adopt the following solution to Equation ([e5.15]) to the right of the barrier (i.e. z > a):

P(x) =Telke, (4.2.5)

This solution consists of a plane-wave of complex amplitude 7' traveling to the right. We interpret this as a particle (or stream of

particles) transmitted through the barrier. Hence, |T'| % is the probability of transmission. The probability current in the region
> a takes the form

jr=v|T)>. (4.2.6)

Now, according to Equation ([ediffp]), in a stationary state (i.e., || 2 /0t = 0), the probability current is a spatial constant (i.e.,
0j/0z = 0). Hence, we must have j; = j,, or

|R|?+|T)* =1. (4.2.7)

In other words, the probabilities of reflection and transmission sum to unity, as must be the case, because reflection and
transmission are the only possible outcomes for a particle incident on the barrier.

Inside the barrier (i.e., 0 < z < a), ¥(z) satisfies

Z%f =—q2y, (4.2.8)
where
q*= w (4.2.9)
Let us, first of all, consider the case where EE > Vj . In this case, the general solution to Equation ([e5.21]) inside the barrier takes
the form
Y(z) = Aeld® 4 Be 197 (4.2.10)

where g = /2m (E—V;)/h2.
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Now, the boundary conditions at the edges of the barrier (i.e., at =0 and = a) are that ¢ and di/dz are both continuous.
These boundary conditions ensure that the probability current ([eprobc]) remains finite and continuous across the edges of the
boundary, as must be the case if it is to be a spatial constant.

Continuity of ¢ and dv/dz at the left edge of the barrier (i.e., z = 0) yields

1+R =A+B,
k(1-R) =q(A-B).
Likewise, continuity of ¢ and dv/dz at the right edge of the barrier (i.e., z = a) gives
Aeiqa+Be—iqa =Teika’
q(Aeiq“—Be’iq“) =kTelke

After considerable algebra, the previous four equations yield

2 (k?—¢”)%sin’(ga)
B = e Tk —g?)? s (qa) (4.2.11)
q%+(k*—q?)? sin’(qa)
and
4 2.2
7|2 ka (4.2.12)

© 4k2q2+ (k2 —q2?)2 sin(ga)
Note that the previous two expression satisfy the constraint ([e5.20]).
It is instructive to compare the quantum mechanical probabilities of reflection and transmission—([e5.28]) and ([e5.29]),
respectively—with those derived from classical physics. Now, according to classical physics, if a particle of energy E is incident

on a potential barrier of height V) < E then the particle slows down as it passes through the barrier, but is otherwise unaffected. In
other words, the classical probability of reflection is zero, and the classical probability of transmission is unity.

M

NP R B S N

AL I L AL L
0 0.2 04 06 0.8 1
v, / E

| PR B 1

Figure 10: Transmission (solid-curve) and reflection (dashed-curve) probabilities for a square potential barrier of width
a = 1.25), where ) the free-space de Broglie wavelength, as a function of the ratio of the height of the barrier, Vj, to the energy,
E, of the incident particle.

https://phys.libretexts.org/@go/page/15744



https://libretexts.org/
https://phys.libretexts.org/@go/page/15744?pdf

LibreTextsw

1 LI B B | | rr '| LI B B | | LN I B | '| LI B B |
0.6 f '
=lhdad! -
o 5 |
e 04 ]

- . - ~ - ) 4
iR J 4 P A ! "ll i
- O A T T
L | { ] | 1 t \ ! 1 1
[ ! v ! v o [ voof oo
! v ) V! VT P [
.l-' ' lj o [ v ! 11 4
0 vy [ % Y %)
- 1L l L 1 L I - 1 1 l 1 1 L I - 1 1
0 1 < 3 4 o
a/ A

Figure 11: Transmission (solid-curve) and reflection (dashed-curve) probabilities for a particle of energy E incident on a square
potential barrier of height Vi =0.75E, as a function of the ratio of the width of the barrier, a, to the free-space de Broglie
wavelength, \

The reflection and transmission probabilities obtained from Equations ([e5.28]) and ([e5.29]), respectively, are plotted in Figures
[fb1] and [fb2]. It can be seen, from Figure [fb1], that the classical result, | R 2_-0and |T| 2 =1, is obtained in the limit where
the height of the barrier is relatively small (i.e., Vj < E'). However, when V} is of order E, there is a substantial probability that
the incident particle will be reflected by the barrier. According to classical physics, reflection is impossible when Vj < E'.

It can also be seen, from Figure [fb2], that at certain barrier widths the probability of reflection goes to zero. It turns out that this is
true irrespective of the energy of the incident particle. It is evident, from Equation ([e5.28]), that these special barrier widths
correspond to

ga=n, (4.2.13)

where n =1, 2,3, ---. In other words, the special barriers widths are integer multiples of half the de Broglie wavelength of the
particle inside the barrier. There is no reflection at the special barrier widths because, at these widths, the backward traveling wave
reflected from the left edge of the barrier interferes destructively with the similar wave reflected from the right edge of the barrier
to give zero net reflected wave.

Let us, now, consider the case E < V4 . In this case, the general solution to Equation ([e5.21]) inside the barrier takes the form

Y(z)=Ael” +Be 17, (4.2.14)
where ¢ = 1/2m (Vp — E)/R 2 . Continuity of ¢ and di/dz at the left edge of the barrier (i.e., z = 0) yields
1+R = A+ B,

ik(1-R) =q(A-B).
Likewise, continuity of ¢ and di/d at the right edge of the barrier (i.e., z = a) gives
Ael 4 Be 1% =Telke
q (Ae‘” —Be’q“) =ikTelke,
After considerable algebra, the previous four equations yield

k2 2\ 2 -nh2
R’ (k*+g*)* sinh"(ga) , (4.2.15)

T 4k2q2 1 (k2 +¢2)? sinh®(qa)
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and
4k2q2

T|* = :
7l 4k2q2+(k2+q?2)?2 sinh?®(qa)

(4.2.16)

These expressions can also be obtained from Equations ([e5.28]) and ([e5.29]) by making the substitution ¢ — —i q. Note that
Equations ([e5.36]) and ([e5.37]) satisfy the constraint ([e5.20]).

It is again instructive to compare the quantum mechanical probabilities of reflection and trans/-mission—([e5.36]) and ([e5.37]),
respectively—with those derived from classical physics. Now, according to classical physics, if a particle of energy E is incident
on a potential barrier of height V; > E then the particle is reflected. In other words, the classical probability of reflection is unity,
and the classical probability of transmission is zero.
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Figure 12: Transmission (solid-curve) and reflection (dashed-curve) probabilities for a square potential barrier of width
a=0.5X\, where )\ is the free-space de Broglie wavelength, as a function of the ratio of the energy, E, of the incoming particle to
the height, Vy ,of the barrier.
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Figure 13: Transmission (solid-curve) and reflection (dashed-curve) probabilities for a particle of energy E incident on a square
potential barrier of height Vo = (4/3)E, as a function of the ratio of the width of the barrier, a, to the free-space de Broglie
wavelength, \

The reflection and transmission probabilities obtained from Equations ([e5.36]) and ([e5.37]), respectively, are plotted in Figures
[fb3] and [fb4]. It can be seen, from Figure [fb3], that the classical result, | R| 2_1 and |T| 2 0, is obtained for relatively thin
barriers (i.e., ¢a ~ 1) in the limit where the height of the barrier is relatively large (i.e., Vj > E'). However, when V} is of order
E, there is a substantial probability that the incident particle will be transmitted by the barrier. According to classical physics,
transmission is impossible when Vy > E.

It can also be seen, from Figure [fb4], that the transmission probability decays exponentially as the width of the barrier increases.
Nevertheless, even for very wide barriers (i.e., ga >> 1), there is a small but finite probability that a particle incident on the barrier
will be transmitted. This phenomenon, which is inexplicable within the context of classical physics, is called tunneling.
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4.3: WKB Approximation

Consider a particle of mass m and energy F >0 moving through some slowly varying potential V(z). The particle’s
wavefunction satisfies

29 (x
TV k2w via), @3.1)
where
k% (z) = 2m[Eh; V(@) (4.3.2)

Let us try a solution to Equation ([e5.38]) of the form

W(x) = o exp< /0 " k() dw’), (4.3.3)

where g is a complex constant. Note that this solution represents a particle propagating in the positive z-direction [because the
full wavefunction is multiplied by exp(—iwt), where w = E/h > 0 ] with the continuously varying wavenumber k(z). It follows

that
d"fl(wx) —ik(z)¥(z), (4.3.4)

and
d*(z) Zikl(l') ¢(w)—k2($)¢($), (4.3.5)

dzr?

where k' = dk/dx . A comparison of Equations ([¢5.38]) and ([e5.42]) reveals that Equation ([e5.40]) represents an approximate
solution to Equation ([e5.38]) provided that the first term on its right-hand side is negligible compared to the second. This yields
the validity criterion |k'| < k2, or

k
— >k 4.3.6

In other words, the variation length-scale of k(z), which is approximately the same as the variation length-scale of V (), must be
much greater than the particle’s de Broglie wavelength (which is of order £1). Let us suppose that this is the case. Incidentally, the
approximation involved in dropping the first term on the right-hand side of Equation ([e5.42]) is generally known as the WKB
approximation, after G. Wentzel, H.A. Kramers, and L. Brillouin . Similarly, Equation ([e5.40]) is termed a WKB solution.

According to the WKB solution ([e5.40]), the probability density remains constant: that is,

()| = 40| %, (4.3.7)

as long as the particle moves through a region in which E > V(z), and k(z) is consequently real (i.e., an allowed region according
to classical physics). Suppose, however, that the particle encounters a potential barrier (i.e., a region from which the particle is
excluded according to classical physics). By definition, E < V() inside such a barrier, and k(z) is consequently imaginary. Let
the barrier extend from x = x; to z2, where 0 < x; < x5 . The WKB solution inside the barrier is written

W(z) = exp(—/; () dm’), (4.3.8)

where

b1 = o exp( /0 k(@) dm’). (4.3.9)

Here, we have neglected the unphysical exponentially growing solution.

According to the WKB solution ([e5.45]), the probability density decays exponentially inside the barrier: that is,
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T

()| = || exp(—z /z

where |)1|” is the probability density at the left-hand side of the barrier (i.e., z = 21). It follows that the probability density at the
right-hand side of the barrier (i.e., z = xz2) is

k(") dfc') ; (4.3.10)

1

2
|

] = 4 exp(—z [ ke dx'). (4.3.11)

1
Note that |h3]| > < |th1|?. Of course, in the region to the right of the barrier (i.e., z > x5), the probability density takes the constant

value |45 2.

We can interpret the ratio of the probability densities to the right and to the left of the potential barrier as the probability, | T'| 2, that
a particle incident from the left will tunnel through the barrier and emerge on the other side: that is,

2 |¢2 | ? o ! /
|T|* = 5 = €exp -2 |k(z")| dz' ). (4.3.12)
|'¢)1| 1
See Section 1.3.) It is easily demonstrated that the probability of a particle incident from the right tunneling through the barrier is
y y 8 g g

the same.

Note that the criterion ([e5.43]) for the validity of the WKB approximation implies that the previous transmission probability is
very small. Hence, the WKB approximation only applies to situations in which there is very little chance of a particle tunneling
through the potential barrier in question. Unfortunately, the validity criterion ([e5.43]) breaks down completely at the edges of the
barrier (i.e., at x = 1 and ), because k(xz) =0 at these points. However, it can be demonstrated that the contribution of those
regions, around x = z; and 2, in which the WKB approximation breaks down, to the integral in Equation ([e5.49]) is fairly
negligible . Hence, the previous expression for the tunneling probability is a reasonable approximation provided that the incident
particle’s de Broglie wavelength is much smaller than the spatial extent of the potential barrier.
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4.4: Cold Emission

Suppose that an unheated metal surface is subject to a large uniform external electric field of strength £, which is directed such that
it accelerates electrons away from the surface. We have already seen (in Section [s3.3]) that electrons just below the surface of a
metal can be regarded as being in a potential well of depth W, where W is called the workfunction of the surface. Adopting a
simple one-dimensional treatment of the problem, let the metal lie at £ < 0, and the surface at = 0. Now, the applied electric
field is shielded from the interior of the metal. Hence, the energy, E, say, of an electron just below the surface is unaffected by the
field. In the absence of the electric field, the potential barrier just above is the surface is simply V(z) — E = W . The electric field
modifies this to V(z) — E = W —e &z . The potential barrier is sketched in Figure [fcold].

V-FE=W=+eézx

VACUU

I I

Figure 14: The potential barrier for an electron in a metal surface subject to an external electric field.

It can be seen, from Figure [fcold], that an electron just below the surface of the metal is confined by a triangular potential barrier
which extends from z = z; to x2, where 1 =0 and 3 = W /e £. Making use of the WKB approximation (see the previous
section), the probability of such an electron tunneling through the barrier, and consequently being emitted from the surface, is

)% = exp(—@ / \/mdm), (4.4.1)

or

IT|? =exp| — W—e€xzdx|. (4.4.2)

2.2 m /W/eé'
ko Jo

This reduces to

mb/2 W 3/2

|T2:exp<—2ﬁ — /ﬁdy) (4.4.3)

or

1/2 117 3/2
42 w) (4.4.4)

2— —
17l _eXp( 3 hef

The previous result is known as the Fowler-Nordheim formula . Note that the probability of emission increases exponentially as the
electric field-strength above the surface of the metal increases.

The cold emission of electrons from a metal surface is the basis of an important device known as a scanning tunneling microscope,
or an STM. An STM consists of a very sharp conducting probe which is scanned over the surface of a metal (or any other solid
conducting medium). A large voltage difference is applied between the probe and the surface. Now, the surface electric field-
strength immediately below the probe tip is proportional to the applied potential difference, and inversely proportional to the
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spacing between the tip and the surface. Electrons tunneling between the surface and the probe tip give rise to a weak electric
current. The magnitude of this current is proportional to the tunneling probability ([e5.53]). It follows that the current is an
extremely sensitive function of the surface electric field-strength, and, hence, of the spacing between the tip and the surface
(assuming that the potential difference is held constant). An STM can thus be used to construct a very accurate contour map of the
surface under investigation. In fact, STMs are capable of achieving sufficient resolution to image individual atoms
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4.5: Alpha Decay

Many types of heavy atomic nucleus spontaneously decay to produce daughter nucleii via the emission of a-particles (i.e., helium
nucleii) of some characteristic energy. This process is know as a-decay. Let us investigate the a-decay of a particular type of
atomic nucleus of radius R, charge-number Z, and mass-number A. Such a nucleus thus decays to produce a daughter nucleus of
charge-number Z; = Z —2 and mass-number A1 = A—4, and an «-particle of charge-number Z, =2 and mass-number
Ay = 4. Let the characteristic energy of the a-particle be E. Incidentally, nuclear radii are found to satisfy the empirical formula

R=15x10"5AY3m=2.0x10"2"*m (4.5.1)
forZ>1.

In 1928, George Gamow proposed a very successful theory of a-decay, according to which the a-particle moves freely inside the
nucleus, and is emitted after tunneling through the potential barrier between itself and the daughter nucleus . In other words, the -
particle, whose energy is F, is trapped in a potential well of radius R by the potential barrier

L Zpe?

V(r)= (4.5.2)

dmegr
forr > R.

Making use of the WKB approximation (and neglecting the fact that = is a radial, rather than a Cartesian, coordinate), the
probability of the a-particle tunneling through the barrier is

T2 :exp(— 2*/:_"1 / \/mdr), (4.5.3)

wherer; = R and ry = Z; Z5 e? /(4w €y E). Here, m = 4 m,, is the a-particle mass. The previous expression reduces to

E./E 1/2
|T|? :exp<—2ﬁ5/1 [l — E} dy) , (4.5.4)

y Ee
where
B = (%)1/2 =0.74 2" (4.5.5)
is a dimensionless constant, and
E, = %ﬁi =1.44 2" MeV (4.5.6)

is the characteristic energy the a-particle would need in order to escape from the nucleus without tunneling. Of course, £ < E,. . It

is easily demonstrated that
1/e 1 1/2 T
——€ dy~——=-2 4.5.7
/1 (y ) 2y/e s

| 2exp(—2\/§ﬂ [g\/%—zb (4.5.8)

Now, the a-particle moves inside the nucleus with the characteristic velocity v = /2 E/m. It follows that the particle bounces
backward and forward within the nucleus at the frequency v ~ v/ R, giving

when € < 1. Hence.

v~2x10% yrt (4.5.9)

for a 1 MeV a-particle trapped inside a typical heavy nucleus of radius 10714 m. Thus, the a-particle effectively attempts to tunnel

through the potential barrier v times a second. If each of these attempts has a probability |T| 2 of succeeding then the probability of
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decay per unit time is v |T| 2. Hence, if there are N (t) > 1 undecayed nuclii at time ¢ then there are only N +dN at time ¢ +d¢,
where

dN =—Nv|T|*dt. (4.5.10)
This expression can be integrated to give
N(t) = N(0) exp(—v |T|* t). (4.5.11)

Now, the half-life, T, is defined as the time which must elapse in order for half of the nuclii originally present to decay. It follows
from the previous formula that

In2
T — (4.5.12)
v|T|
Note that the half-life is independent of N(0).
Finally, making use of the previous results, we obtain
logyo[r(yr)] = —C1 — Cy 22/ 4 Cy —2 (4.5.13)
EMeV)
where
C, =28.5,
Cy, =1.83,
Cs =1.73.
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Figure 15: The experimentally determined half-life, 1o, of various atomic nucleii which decay via « emission versus the best-fit

theoretical half-life log;o (T ) = —28.9 — 1.60Z12/3 +1.61Z, /v/E. Both half-lives are measured in years. Here, Zy = Z —2 .

Both half-lives are measured in years. Here, Z; = Z — 2, where Z is the charge number of the nucleus, and E the characteristic
energy of the emitted a-particle in MeV. In order of increasing half-life, the points correspond to the following nucleii: Rn 215, Po
214, Po 216, Po 197, Fm 250, Ac 225, U 230, U 232, U 234, Gd 150, U 236, U 238, Pt 190, Gd 152, Nd 144. Data obtained from
IAEA Nuclear Data Centre.

Equation ([e5.64]) is known as the Geiger-Nuttall formula, because it was discovered empirically by H. Geiger and J.M. Nuttall in
1911.
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The half-life, 7, the daughter charge-number, Z; = Z — 2, and the a-particle energy, E, for atomic nucleii which undergo a-decay
are indeed found to satisfy a relationship of the form ([e5.64]). The best fit to the data (see Figure [fal]) is obtained using

C, =28.9,
C, =1.60,
C; =1.61.

Note that these values are remarkably similar to those calculated previously.
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4.6: Square Potential Well
Consider a particle of mass m and energy FE interacting with the simple square potential well

V(z) = {

Now, if E > 0 then the particle is unbounded. Thus, when the particle encounters the well it is either reflected or transmitted. As is
easily demonstrated, the reflection and transmission probabilities are given by Equations ([e5.28]) and ([e5.29]), respectively,

-V for —a/2<z<a/2

. (4.6.1)
0 otherwise

where
B2 — 2mFE
Rz’
s 2m(E+Vy)
q _—h2

Suppose, however, that E < 0. In this case, the particle is bounded (i.e., || 50 as |z| — o00). Is is possible to find bounded
solutions of Schrédinger’s equation in the finite square potential well ([e5.71])?

Now, it is easily seen that independent solutions of Schrédinger’s equation ([e5.2]) in the symmetric [i.e., V(—z)=V(z)]
potential ([¢5.71]) must be either totally symmetric [i.e., ¥(—z)=1(x)], or totally anti-symmetric [i.e., ¥(—z) = —(z)].
Moreover, the solutions must satisfy the boundary condition

P —0 as|z|—o0 (4.6.2)

Let us, first of all, search for a totally symmetric solution. In the region to the left of the well (i.e. z < —a/2), the solution of
Schrédinger’s equation which satisfies the boundary condition 1) — 0 and £ — —o0 is

Y(z)=Ae"", (4.6.3)
where
2m|E|
k%= 2 (4.6.4)
By symmetry, the solution in the region to the right of the well (i.e., z > a/2) is
Y(z)=Ae ", (4.6.5)
The solution inside the well (i.e., || < a/2) which satisfies the symmetry constraint ¢)(—z) = 1(z) is
Y(z) = B cos(qz), (4.6.6)
where
2m (W + E)
¢F = (4.6.7)

Here, we have assumed that E > —V}. The constraint that ¢)(z) and its first derivative be continuous at the edges of the well (i.e.,
at z = +a/2) yields

k=g tan(qa/2). (4.6.8)
Lety = ga/2. It follows that
E=FEyy>-V,, (4.6.9)
where
Ey = ::;22 (4.6.10)

Moreover, Equation ([e5.81]) becomes
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=tany, (4.6.11)

with

_%

A= (4.6.12)

Here, y must lie in the range 0 < y < /X : that is, E must lie in the range —Vy < E < 0.

Now, the solutions to Equation ([e5.84]) correspond to the intersection of the curve /A —y? /y with the curve tany. Figure
[well] shows these two curves plotted for a particular value of A. In this case, the curves intersect twice, indicating the existence of
two totally symmetric bound states in the well. Moreover, it is evident, from the figure, that as A increases (i.e., as the well
becomes deeper) there are more and more bound states. However, it is also evident that there is always at least one totally
symmetric bound state, no matter how small A becomes (i.e., no matter how shallow the well becomes). In the limit A > 1 (i.e,,
the limit in which the well becomes very deep), the solutions to Equation ([e5.84]) asymptote to the roots of tany = co. This gives
y=(2j—1)m/2, where j is a positive integer, or
2j-1)=

g=-——" (4.6.13)

These solutions are equivalent to the odd-n infinite square well solutions specified by Equation ([e5.8]).

For the case of a totally anti-symmetric bound state, similar analysis to the preceding yields

—— Y  _tany. (4.6.14)

VA—y?

The solutions of this equation correspond to the intersection of the curve tany with the curve —y/ /A —y 2. Figure [well1] shows
these two curves plotted for the same value of A as that used in Figure [well]. In this case, the curves intersect once, indicating the
existence of a single totally anti-symmetric bound state in the well. It is, again, evident, from the figure, that as A increases (i.e., as
the well becomes deeper) there are more and more bound states. However, it is also evident that when A becomes sufficiently small
[i.e,, A < (mw/2)?] then there is no totally anti-symmetric bound state. In other words, a very shallow potential well always
possesses a totally symmetric bound state, but does not generally possess a totally anti-symmetric bound state. In the limit A > 1
(i.e., the limit in which the well becomes very deep), the solutions to Equation ([e5.85]) asymptote to the roots of tany = 0. This
gives y = jm, where j is a positive integer, or

q=—" (4.6.15)
These solutions are equivalent to the even-n infinite square well solutions specified by Equation ([e5.8]).
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4.7: Simple Harmonic Oscillator

The classical Hamiltonian of a simple harmonic oscillator is

p 2 1 2
H=—+-K 4.7.1
am 2T (47.1)
where K > 0 is the so-called force constant of the oscillator. Assuming that the quantum mechanical Hamiltonian has the same
form as the classical Hamiltonian, the time-independent Schrédinger equation for a particle of mass m and energy E moving in a

simple harmonic potential becomes

d?y 2m /(1
=—|(=Kz?-E)9. 4.7.2
= (5Kt -E)v (472
Let w= /K /m, where w is the oscillator’s classical angular frequency of oscillation. Furthermore, let
muw
and
2F
2= 4.74
€= (4.7.4)
Equation ([e5.90]) reduces to
d?y 2
W_(y —€)yp=0. (4.7.5)

We need to find solutions to the previous equation which are bounded at infinity: that is, solutions which satisfy the boundary
condition ¢ — 0 as |y| — oo.

Consider the behavior of the solution to Equation ([¢5.93]) in the limit |y| >> 1. As is easily seen, in this limit the equation
simplifies somewhat to give

d %
W—y%p:o. (4.7.6)

The approximate solutions to the previous equation are

B(y) ~ Ay)e™ 2, (4.7.7)

where A(y) is a relatively slowly varying function of y. Clearly, if (y) is to remain bounded as |y| — oo then we must chose the
exponentially decaying solution. This suggests that we should write

b(y) =h(y)e ¥, (4.7.8)
where we would expect h(y) to be an algebraic, rather than an exponential, function of y.

Substituting Equation ([e5.96]) into Equation (|e5.93]), we obtain

d?h dh
— —2y—+(—1)h=0. 4.7.9
o7 gt (4.1.9)
Let us attempt a power-law solution of the form
hy)= > cy'. (4.7.10)
1=0,00
Inserting this test solution into Equation ([e5.971), and equating the coefficients of ¢ ¢, we obtain the recursion relation
(2 —€+1)
Citg = —————— ;. 4.7.11
P +2) ( )
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Consider the behavior of h(y) in the limit |y| — oo. The previous recursion relation simplifies to

2
Cit2 =~ ; C;. (4.7.12)

Hence, at large |y|, when the higher powers of y dominate, we have

hy)~C> L noer’. (4.7.13)

It follows that (y) = h(y) exp(—y2/2) varies as exp(y 2/2) as |y| — oo. This behavior is unacceptable, because it does not
satisfy the boundary condition ) — 0 as |y| — oo. The only way in which we can prevent % from blowing up as |y| — oo is to
demand that the power series ([5.98]) terminate at some finite value of 7. This implies, from the recursion relation ([e5.99]), that

e=2n+1, (4.7.14)

where n is a non-negative integer. Note that the number of terms in the power series ([5.98]) is n+ 1. Finally, using Equation
(le5.92]), we obtain

E=(n+1/2)khw, (4.7.15)
forn=0,1,2,--..

Hence, we conclude that a particle moving in a harmonic potential has quantized energy levels that are equally spaced. The spacing
between successive energy levels is hw, where w is the classical oscillation frequency. Furthermore, the lowest energy state (
n =0) possesses the finite energy (1/2)hw. This is sometimes called zero-point energy. It is easily demonstrated that the
(normalized) wavefunction of the lowest energy state takes the form

il 4.7.16
Yo(z) = A (4.7.16)
Let 9, () be an energy eigenstate of the harmonic oscillator corresponding to the eigenvalue
E,=(n+1/2)hw. (4.7.17)
Assuming that the 1),, are properly normalized (and real), we have
o0
/ Un, Y dT = Sy (4.7.18)
Now, Equation ([e5.93]) can be written
d2
(—dy—2—|—y2) Y = (2n+1) 9y, (4.7.19)
where x =dy, and d = \/h/m w. It is helpful to define the operators

0y = % (;i +y) . (4.7.20)

As is easily demonstrated, these operators satisfy the commutation relation

[a+,a_]=—1. (4.7.21)
Using these operators, Equation ([e5.108]) can also be written in the forms
aya_ v, =niy,, (4.7.22)
or
a_ay P, =(n+1)Y,. (4.7.23)

The previous two equations imply that
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ay Py = \/n—H Ynt1,
a-Pp =M.

We conclude that @ and a_ are raising and lowering operators, respectively, for the harmonic oscillator: that is, operating on the
wavefunction with a, causes the quantum number 7 to increase by unity, and vice versa. The Hamiltonian for the harmonic
oscillator can be written in the form

H=hw <a+ a—i—%) ) (4.7.24)

from which the result
Hipn = (n+1/2) hwpn = Ep ¢y (4.7.25)
is readily deduced. Finally, Equations ([e5.107]), ([e5.113]), and ([e5.114]) yield the useful expression

o d o /| h
/_oo Um T Pp dr = E /_oo Vm (a+ +a*)¢n dz = m (\/7—77’_6771,”+1 +\/ﬁ§m,n*1) .
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4.E: One-Dimensional Potentials (Exercises)

1. Show that the wavefunction of a particle of mass m in an infinite one-dimensional square-well of width a returns to its original
form after a quantum revival time T' =4m a? /7 k.

2. A particle of mass m moves freely in one dimension between impenetrable walls located at z = 0 and a. Its initial
wavefunction is

Y(z,0) = \/2>/a sin(37 z/a). (4.E.1)

What is the subsequent time evolution of the wavefunction? Suppose that the initial wavefunction is

¥(z,0) = \/m sin(r z/a) [1 +2 cos(m z/a)]. (4.E.2)

What now is the subsequent time evolution? Calculate the probability of finding the particle between 0 and a/2 as a function of
time in each case.

3. A particle of mass m is in the ground-state of an infinite one-dimensional square-well of width a. Suddenly the well expands to
twice its original size, as the right wall moves from a to 2a, leaving the wavefunction momentarily undisturbed. The energy of
the particle is now measured. What is the most probable result? What is the probability of obtaining this result? What is the next
most probable result, and what is its probability of occurrence? What is the expectation value of the energy?

4. A stream of particles of mass m and energy E > 0 encounter a potential step of height W (< E): that is, V(z) =0 forz < 0
and V' (z) = W for > 0 with the particles incident from —oo. Show that the fraction reflected is

R= (%)2, (4.E.3)

where k2 = (2m/h?)E andq¢% = (2m/h?) (E-W).
5. A stream of particles of mass m and energy E > 0 encounter the delta-function potential V' (z) = —a 6(z), where a > 0.
Show that the fraction reflected is

R=p%/(1+B%), (4.E.4)

where 3 =ma/h%k,and k* = (2m/h?) E. Does such a potential have a bound state? If so, what is its energy?

6. Two potential wells of width a are separated by a distance L > a. A particle of mass m and energy E is in one of the wells.
Estimate the time required for the particle to tunnel to the other well.

7. Consider a particle trapped in the finite potential well whose potential is given by Equation ([e5.71]). Demonstrate that for a
totally-symmetric state the ratio of the probability of finding the particle outside to the probability of finding the particle inside
the well is

Pout _ COS3 Y

: : , (4.E5)
P, siny (y +siny cosy)
where (A —y2)Y/2 =y tany, and A\ = V/ E;. Hence, demonstrate that for a shallow well (i.e, A < 1) Ppyy 1 —2 X,
whereas for a deep well (i.e., A > 1) Py ~ (7 2/4)/A 3/2 (assuming that the particle is in the ground state).[ex12.3]
8. Consider the half-infinite potential well

oo \bspace{lecm} z<0
V(z)=1{ Vo 0<z<L, (4.E.6)
0 z>L

where Vj > 0. Demonstrate that the bound-states of a particle of mass m and energy —Vy < E < 0 satisfy
tan( 2m (Vg +E) L/h) ——/(Vo+E)/(-E). (4.E.7)

9. Find the properly normalized first two excited energy eigenstates of the harmonic oscillator, as well as the expectation value of
the potential energy in the nth energy eigenstate. Hint: Consider the raising and lowering operators a.., defined in Equation
([e5.109)).
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CHAPTER OVERVIEW

5: Multi-Particle Systems

In this chapter, we shall extend the single particle, one-dimensional formulation of non-relativistic quantum mechanics, introduced
in the previous chapters, in order to investigate one-dimensional systems containing multiple particles.

5.1: Fundamental Concepts of Multi-Particle Systems

5.2: Non-interacting Particles

5.3: Two-Particle Systems

5.4: Identical Particles

5.E: Multi-Particle Systems (Exercises)
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5.1: Fundamental Concepts of Multi-Particle Systems

We have already seen that the instantaneous state of a system consisting of a single non-relativistic particle, whose position
coordinate is z, is fully specified by a complex wavefunction v (z, t). This wavefunction is interpreted as follows. The probability
of finding the particle between z and = +dz at time ¢ is given by |¢(z,t)| % dz. This interpretation only makes sense if the
wavefunction is normalized such that

/_oo [(x,t)|* de =1 (5.1.1)

o0

at all times. The physical significance of this normalization requirement is that the probability of the particle being found anywhere
on the x-axis must always be unity (which corresponds to certainty).

Consider a system containing /N non-relativistic particles, labeled ¢ =1, N, moving in one dimension. Let z; and m; be the
position coordinate and mass, respectively, of the ith particle. By analogy with the single-particle case, the instantaneous state of a
multi-particle system is specified by a complex wavefunction ¥(z1, 2, ..., Zn,t). The probability of finding the first particle
between x; and x;+dz;, the second particle between xs and zy+dxzs, et cetera, at time ¢ is given by

|Y(x1, @a, ..., zN, t)| ? dzy dzs . .. dzy. It follows that the wavefunction must satisfy the normalization condition
/|¢($1,x2,...,wN,t)|2dm1dx2...de:1 (512)

at all times, where the integration is taken over all z; x5 ...y space.

In a single-particle system, position is represented by the algebraic operator x, whereas momentum is represented by the
differential operator —i 5 d/0z. (See Section [s4.6].) By analogy, in a multi-particle system, the position of the ith particle is
represented by the algebraic operator x;, whereas the corresponding momentum is represented by the differential operator

0
6ilii )

pi=—ih (5.1.3)

Because the x; are independent variables (i.e., Ox;/0x; = d;; ), we conclude that the various position and momentum operators
satisfy the following commutation relations:

[mhmj] :07
[plap]] :Oa
[:E,',pj] :ihdij.

Now, we know, from Section [smeas], that two dynamical variables can only be (exactly) measured simultaneously if the operators
that represent them in quantum mechanics commute with one another. Thus, it is clear, from the previous commutation relations,
that the only restriction on measurement in a one-dimensional multi-particle system is that it is impossible to simultaneously
measure the position and momentum of the same particle. Note, in particular, that a knowledge of the position or momentum of a
given particle does not in any way preclude a similar knowledge for a different particle. The commutation relations (|xe6.4])—
(Ixe6.6]) illustrate an important point in quantum mechanics: namely, that operators corresponding to different degrees of freedom
of a dynamical system tend to commute with one another. In this case, the different degrees of freedom correspond to the different
motions of the various particles making up the system.

Finally, if H(z1,z2,...,ZxN,t) is the Hamiltonian of the system then the multi-particle wavefunction ¥(z1, 2, ..., ZnN,t)
satisfies the usual time-dependent Schrédinger equation [see Equation ([etimed])]
o
ih— =H41. 5.1.4
Y (5.1.4)

Likewise, a multi-particle state of definite energy F (i.e., an eigenstate of the Hamiltonian with eigenvalue E) is written (see
Section [sstat])

V(21 29, ..., 2N, t) =Yp(T1, Ty ..., zy) e  EU (5.1.5)

where the stationary wavefunction 1 g satisfies the time-independent Schrodinger equation [see Equation ([etimei])]
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Here, H is assumed not to be an explicit function of ¢.

Hyp=Evyg. (5.1.6)
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5.2: Non-interacting Particles

In general, we expect the Hamiltonian of a multi-particle system to take the form

2

b
H(z1,z2,...,2N,t) = Z 5 +V(z1,29,...,2ZN,t). (5.2.1)
=T 4T

Here, the first term on the right-hand side represents the total kinetic energy of the system, whereas the potential V' specifies the
nature of the interaction between the various particles making up the system, as well as the interaction of the particles with any
external forces.

Suppose that the particles do not interact with one another. This implies that each particle moves in a common potential: that is,

V(zy,za,...,2N,t) = Z V(z;,t). (5.2.2)
i=1,N
Hence, we can write
H(z1,2,...,2N,t) = Z H;(z;,1), (5.2.3)
i=1,N
where
2
H =2 V(at) (5.2.4)
i 2mi iy l). sl

In other words, for the case of non-interacting particles, the multi-particle Hamiltonian of the system can be written as the sum of
N independent single-particle Hamiltonians. Here, H; represents the energy of the ith particle, and is completely unaffected by the
energies of the other particles. Furthermore, given that the various particles that make up the system are non-interacting, we expect
their instantaneous positions to be completely uncorrelated with one another. This immediately implies that the multi-particle
wavefunction ¥ (z1, xs, . . . i, t) can be written as the product of N independent single-particle wavefunctions: that is,

1,b(m1,x2, ey Z‘N,t) :'([)1($1,t) 1/)2($2,t) ce ¢N($N,t). (525)

Here, |;(z;,t)] % dz; is the probability of finding the ith particle between z; and z; +dz; at time ¢. This probability is
completely unaffected by the positions of the other particles. It is evident that 1);(;, t) must satisfy the normalization constraint

o0
2
/ s (i, )| dai = 1. (5.2.6)
—00
If this is the case then the normalization constraint ([en1]) for the multi-particle wavefunction is automatically satisfied. Equation
(lex13]) illustrates an important point in quantum mechanics: namely, that we can generally write the total wavefunction of a many
degree of freedom system as a product of different wavefunctions corresponding to each degree of freedom.

According to Equations ([ex11]) and ([ex13]), the time-dependent Schrédinger equation ([ex7]) for a system of N non-interacting
particles factorizes into N independent equations of the form

., O
Assuming that V' (z,t) = V(z), the time-independent Schrodinger equation ([ex9]) also factorizes to give
H;yp, = E;i g, (5.2.8)

where ¥;(z;,t) = ¥, (z;) exp(—i F; t/h), and E; is the energy of the ith particle. Hence, a multi-particle state of definite energy
FE has a wavefunction of the form

Y(21, 29, ..., 20, t) =hp(x1, T,y .., xy) e  EUR (5.2.9)

where

¢E($1, Loy o ,:DN) :’l/)E] (.’121) ’l/)E2 (J,‘Q) .. .’(/JEN (LEN), (5210)
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and

E=Y E,. (5.2.11)
i=1,N

Clearly, for the case of non-interacting particles, the energy of the whole system is simply the sum of the energies of the component
particles.
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5.3: Two-Particle Systems

Consider a system consisting of two particles, mass m; and ms, interacting via a potential V' (z; — 2) that only depends on the
relative positions of the particles. According to Equations ([ex3]) and ([ex10]), the Hamiltonian of the system is written

h? 0?2 h? 9?2

H =— — V(z1 —x2). 5.3.1
(@1, 22) 2my 9z  2m2 Oz V(@ o) ( )
Let
=1z — (5.3.2)
be the particles’ relative position coordinate, and
Xx= otz (5.3.3)
mi +ms
the coordinate of the center of mass. It is easily demonstrated that
o __m o0 o
dr1 mi+my 80X 0z’
0 ma 0 0

8zy  my+my 0X Oz’

Hence, when expressed in terms of the new variables, ' and X, the Hamiltonian becomes

HZ, X)=—— — — ———+V('), (5.3.4)

where
M =m; +mgo (535)
is the total mass of the system, and
mi mo
=— 5.3.6
s mi +mg ( )

the so-called reduced mass . Note that the total momentum of the system can be written
0 0 0
P=—ih| —+— ) =-ih—=. 5.3.7
' (89:1+B.732) " ox (5.3.7)

The fact that the Hamiltonian ([ex6.24]) is separable when expressed in terms of the new coordinates I[i.e.,
H(z',X)=Hy(z')+ Hx(X)] suggests, by analogy with the analysis in the previous section, that the wavefunction can be
factorized: that is,

P(@1, 22, t) = Yo (2, 1) Yx (X, 2). (5.3.8)
Hence, the time-dependent Schrodinger equation ([ex7]) also factorizes to give

M B2 9%

ih o E 52’2 +V(2) Yw, (5.3.9)
and
., Ox R? 0%px
ih 5%~ 2 ax: (5.3.10)
The previous equation can be solved to give
Ux (X, 1) =g el P X/A-E YN (5.3.11)
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where 19, P’, and E' = P'%/2 M are constants. It is clear, from Equations ([exal), ([exb]), and ([ex33]), that the total momentum
of the system takes the constant value P’. In other words, momentum is conserved.

Suppose that we work in the centre of mass frame of the system, which is characterized by P’ = 0. It follows that ¥x = 1, . In this
case, we can write the wavefunction of the system in the form ¢(z1, Z2,t) = ¥ (2',t) ¥ =¥ (21 — z2,t) , where

2 2
n20_ B0t

ot 24 92

+V(z) 9. (5.3.12)

In other words, in the center of mass frame, two particles of mass m; and mgy, moving in the potential V' (z; — ), are equivalent
to a single particle of mass 4, moving in the potential V (), where & = @7 — x5 . This is a familiar result from classical dynamics .
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5.4: |dentical Particles

Consider a system consisting of two identical particles of mass m. As before, the instantaneous state of the system is specified by
the complex wavefunction ¥ (z;, 3, t). This wavefunction tells us is that the probability of finding the first particle between 1
and z1 +dz; , and the second between z5 and x5 + dz, , at time ¢t is |¢(z1, 22, 1) 2 dz1 dxy. However, because the particles are
identical, this must be the same as the probability of finding the first particle between x5 and x2 + dx , and the second between x;
and 1 +dx; , at time ¢ (because, in both cases, the result of the measurement is exactly the same). Hence, we conclude that

|'l/1(331,2132,t)|2:|¢(J:2,:L‘1,t)‘2, (541)

or
¢(m1)$27t):ei¢¢(m27ml’t)a (542)

where ¢ is a real constant. However, if we swap the labels on particles 1 and 2 (which are, after all, arbitrary for identical
particles), and repeat the argument, we also conclude that

P(z2,x1,t) = e P oh(zy, T2, t). (5.4.3)
Hence,
e?lv=1. (5.4.4)

The only solutions to the previous equation are ¢ =0 and ¢ = . Thus, we infer that, for a system consisting of two identical
particles, the wavefunction must be either symmetric or anti-symmetric under interchange of particle labels. That is, either

¢($2axlat) :’1/1(.’B1,1172,t), (545)

or

1/)(1E2,Cl§1,t) :—¢($1,$2,t). (546)
The previous argument can easily be extended to systems containing more than two identical particles.

It turns out that the question of whether the wavefunction of a system containing many identical particles is symmetric or anti-
symmetric under interchange of the labels on any two particles is determined by the nature of the particles themselves . Particles
with wavefunctions that are symmetric under label interchange are said to obey Bose-Einstein statistics , and are called bosons. For
instance, photons are bosons. Particles with wavefunctions that are anti-symmetric under label interchange are said to obey Fermi-
Dirac statistics , and are called fermions. For instance, electrons, protons, and neutrons are fermions.

Consider a system containing two identical and non-interacting bosons. Let t(z, E) be a properly normalized, single-particle,
stationary wavefunction corresponding to a state of definite energy E. The stationary wavefunction of the whole system is written

1
YE boson(T1, T2) = E [V (21, Ea) (2, Bp) + (2, Ea) (21, Eb)], (5.4.7)
when the energies of the two particles are E, and Ej. This expression automatically satisfies the symmetry requirement on the
wavefunction. Incidentally, because the particles are identical, we cannot be sure which particle has energy E,, and which has
energy E,—only that one particle has energy E,, and the other Ej.

For a system consisting of two identical and non-interacting fermions, the stationary wavefunction of the whole system takes the
form

VB termion(@1, T2) = %W(wl, o) (2, By) — (x2, Ea) (a1, By)], (5.4.8)

Again, this expression automatically satisfies the symmetry requirement on the wavefunction. Note that if E, = E} then the total
wavefunction becomes zero everywhere. Now, in quantum mechanics, a null wavefunction corresponds to the absence of a state.
We thus conclude that it is impossible for the two fermions in our system to occupy the same single-particle stationary state.

Finally, if the two particles are somehow distinguishable then the stationary wavefunction of the system is simply

Ve dist(T1, T2) = Y (21, Ea) Y(z2, Eyp). (5.4.9)
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Let us evaluate the variance of the distance, £; — z2 , between the two particles, using the previous three wavefunctions. It is easily
demonstrated that if the particles are distinguishable then

(@1 —22) Dot = (@) + (22 2 (@) (2, (5.4.10)
where
<x">a,b:/ (@, Bap) 2" (@, Bup) da. (5.4.11)
For the case of two identical bosons, we find
<($1 _$2) 2>boson = <($1 _$2) 2>dist -2 |<x>ab| 2a (5412)
where
(%) :/ W (@, Ba) 7 ¥(x, By) da. (5.4.13)

Here, we have assumed that E, # Ej, so that
/ " (2, Ba) (@, By) dz = 0. (5.4.14)
—00

Finally, for the case of two identical fermions, we obtain

((z1 —z2) 2>fermion = ((z1 —z2) 2>dist +2 (@) 2, (5.4.15)

Equation 5.4.12 indicates that the symmetry requirement on the total wavefunction of two identical bosons causes the particles to
be, on average, closer together than two similar distinguishable particles. Conversely, Equation 5.4.15 indicates that the symmetry
requirement on the total wavefunction of two identical fermions causes the particles to be, on average, further apart than two
similar distinguishable particles. However, the strength of this effect depends on square of the magnitude of (x), which measures
the overlap between the wavefunctions ¥ (x, E,) and 9 (z, Ej). It is evident, then, that if these two wavefunctions do not overlap to
any great extent then identical bosons or fermions will act very much like distinguishable particles.

For a system containing /N identical and non-interacting fermions, the anti-symmetric stationary wavefunction of the system is

written
Y(z1, E1) Pz, E1) ... Y(zN, Er)
1 | Y@, E2)  Y(z, E2) ... Y(zn, Es)
@bE(ml,xQ,...mN)zﬁ (5416)
Y(z1, En) Y(x2,En) ... ¢(zn,En)
This expression is known as the Slater determinant, and automatically satisfies the symmetry requirements on the wavefunction.
Here, the energies of the particles are E1, Es, ..., Ey. Note, again, that if any two particles in the system have the same energy

(ie., if E; = E; for some i # j) then the total wavefunction is null. We conclude that it is impossible for any two identical
fermions in a multi-particle system to occupy the same single-particle stationary state. This important result is known as the Pauli
exclusion principle .
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5.E: Multi-Particle Systems (Exercises)

1. Consider a system consisting of two non-interacting particles, and three one-particle states, ¥, (), ¥ (z), and 9. (x). How
many different two-particle states can be constructed if the particles are (a) distinguishable, (b) indistinguishable bosons, or (c)
indistinguishable fermions?

2. Consider two non-interacting particles, each of mass m, in a one-dimensional harmonic oscillator potential of classical
oscillation frequency w. If one particle is in the ground-state, and the other in the first excited state, calculate {(z; —z3) 2)
assuming that the particles are (a) distinguishable, (b) indistinguishable bosons, or (c) indistinguishable fermions.

3. Two non-interacting particles, with the same mass m, are in a one-dimensional box of length a. What are the four lowest
energies of the system? What are the degeneracies of these energies if the two particles are (a) distinguishable, (b)
indistinguishable bosons, or (c) indistingishable fermions?

4. Two particles in a one-dimensional box of length a occupy the n =4 and n’ = 3 states. Write the properly normalized
wavefunctions if the particles are (a) distinguishable, (b) indistinguishable bosons, or (c) indistinguishable fermions.
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CHAPTER OVERVIEW

6: Three-Dimensional Quantum Mechanics

In this chapter, we shall extend our previous one-dimensional formulation of non-relativistic quantum mechanics to produce a fully
three-dimensional theory.

6.1: Fundamental Concepts
6.2: Particle in Box

6.3: Degenerate Electron Gases
6.4: White Dwarf Stars

6.5: Exercises
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6.1: Fundamental Concepts

We have seen that in one dimension the instantaneous state of a single non-relativistic particle is fully specified by a complex
wavefunction, 1(z, t). The probability of finding the particle at time ¢ between z and z + dz is P(z, t) dz, where

P(z,t) = [¢(,1)|*. (6.1.1)
Moreover, the wavefunction is normalized such that
00 2
/ (z,t)| > de =1 (6.1.2)
—00

at all times.

In three dimensions, the instantaneous state of a single particle is also fully specified by a complex wavefunction, ¥(z, y, 2, t). By
analogy with the one-dimensional case, the probability of finding the particle at time ¢ between  and x + dx, between y and
y+dz, and between z and z+dz, is P(z, y, 2,t) dz dy dz, where

P(z,y,2,t) = |¢(z,y, 2, t)| °. (6.1.3)

As usual, this interpretation of the wavefunction only makes sense if the wavefunction is normalized such that

[ [ weuaoraad=1 (6.1.4)

This normalization constraint ensures that the probability of finding the particle anywhere is space is always unity.

In one dimension, we can write the probability conservation equation (see Section [s4.5])

ol|* 85
En +%—0, (6.1.5)
where
. ik o™ « OV
j= 2m<¢ P ax) (6.1.6)

is the flux of probability along the z-axis. Integrating Equation ([e6.5]) over all space, and making use of the fact that ¥» — 0 as

|z| — oo if 1 is to be square-integrable, we obtain
d [ 9
-0

In other words, if the wavefunction is initially normalized then it stays normalized as time progresses. This is a necessary criterion
for the viability of our basic interpretation of |4| Zasa probability density.

In three dimensions, by analogy with the one dimensional case, the probability conservation equation becomes

oyl* O Oy 0j:

=0. 6.1.8
ot ox Oy 0z ( )
Here,
) ih o* o
= — 2= 6.1.9
J 2m (¢ ox v Ox ) ( )
is the flux of probability along the z-axis, and
ik oy* . OY
gy = 2m(¢ 5y ay) (6.1.10)

the flux of probability along the y-axis, et cetera. Integrating Equation ([e6.8]) over all space, and making use of the fact that
1 — 0 as |r| — oo if 4 is to be square-integrable, we obtain
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%/ / / [¢(x,y, z,t)| > de dy dz = 0. (6.1.11)

Thus, the normalization of the wavefunction is again preserved as time progresses, as must be the case if |1| 2 is to be interpreted
as a probability density.

In one dimension, position is represented by the algebraic operator x, whereas momentum is represented by the differential
operator —i 9/ 0x. (See Section [s4.6].) By analogy, in three dimensions, the Cartesian coordinates z, y, and z are represented by
the algebraic operators z, y, and z, respectively, whereas the three Cartesian components of momentum, p,, py, and p., have the
following representations:

., 0
pw:—lha—m,
., 0
pyzflha—y,
., 0
pZ:—lha.

Letz; =z, 22 =y, z3 = 2z, and p; = p,, et cetera. Because the z; are independent variables (i.e., dz;/ O0r; = 51-1- ), we conclude
that the various position and momentum operators satisfy the following commutation relations:

[mhwj] =0,
[pzapj] :Oa
[.Ti,pj] :ihéij.

Now, we know, from Section [smeas], that two dynamical variables can only be (exactly) measured simultaneously if the operators
that represent them in quantum mechanics commute with one another. Thus, it is clear, from the previous commutation relations,
that the only restriction on measurement in a system consisting of a single particle moving in three dimensions is that it is
impossible to simultaneously measure a given position coordinate and the corresponding component of momentum. Note, however,
that it is perfectly possible to simultaneously measure two different positions coordinates, or two different components of the
momentum. The commutation relations ([commxx]|)—([commxp]) again illustrate the point that quantum mechanical operators
corresponding to different degrees of freedom of a dynamical system (in this case, motion in different directions) tend to commute
with one another. (See Section [sfuncon].)

In one dimension, the time evolution of the wavefunction is given by [see Equation ([etimed])]
0
ih%’:Hw, (6.1.12)

where H is the Hamiltonian. The same equation governs the time evolution of the wavefunction in three dimensions.

Now, in one dimension, the Hamiltonian of a non-relativistic particle of mass m takes the form

DE

2m

H=2-21V(z,t), (6.1.13)

where V(z) is the potential energy. In three dimensions, this expression generalizes to

P2 +pf+p2

H=
2m

+V(z,y,21). (6.1.14)

Hence, making use of Equations ([e6.12])—([e6.14]) and ([e6.15]), the three-dimensional version of the time-dependent
Schrondiger equation becomes [see Equation ([e3.1])]

o h?
ih— =——— V2 + V. 6.1.15
ihor =5~ V%+Vy ( )
Here, the differential operator
2 2 2
V2= 9 + 0 + 0 (6.1.16)

0x? Oy? 0z?
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is known as the Laplacian. Incidentally, the probability conservation equation ([e6.8]) is easily derivable from Equation ([esh3d]).
An eigenstate of the Hamiltonian corresponding to the eigenvalue F satisfies

Hy=Eq. (6.1.17)

It follows from Equation ([e6.15]) that (see Section [sstat])

Y(z,y,2t) = P(z,y,2) e FIP, (6.1.18)

where the stationary wavefunction ¢ (z, y, 2) satisfies the three-dimensional version of the time-independent Schréndiger equation
[see Equation (| etimeiil)]:

2
sz/;:h—?(V—E)z/), (6.1.19)

where V is assumed not to depend explicitly on ¢.
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6.2: Particle in Box

Consider a particle of mass m trapped inside a cubic box of dimension a. (See Section [s5.2].) The particle’s stationary

wavefunction, ¥(z, y, z), satisfies
0?2 K 02 2m
=—"——"E4, 6.2.1

(6m2+8y2+8z2)¢ h? v ( )

where E is the particle energy. The wavefunction satisfies the boundary condition that it must be zero at the edges of the box.

Let us search for a separable solution to the previous equation of the form

P(z,y,2) = X(2) Y (y) Z(2)- (6.2.2)
The factors of the wavefunction satisfy the boundary conditions X(0) = X(a) =0, Y (0) =Y (a) =0, and Z(0) = Z(a) =0 .
Substituting Equation ([e6.22]) into Equation ([e6.21]), and rearranging, we obtain

Xll YII ZII 2 m

<ty t 7= B (6.2.3)

where ’ denotes a derivative with respect to argument. It is evident that the only way in which the previous equation can be satisfied
at all points within the box is if

=z k2
X )
YII

EaA
Zl/

= _ _kz2
A )

where k2, k2, and k2 are spatial constants. Note that the right-hand sides of the previous equations must contain negative, rather
than positive, spatial constants, because it would not otherwise be possible to satisfy the boundary conditions. The solutions to the
previous equations which are properly normalized, and satisfy the boundary conditions, are [see Equation ([e5.11])]

X@):Vggmm@,
Vo) =2 sy ),
m@:¢§mﬁﬂy

where

k, = ly 7r,
a
lym

=
I,

k, = =21
a

Here, I, l,, and [, are positive integers. Thus, from Equations ([e7.28])—([e7.31]), the energy of the system is written [see
Equation ([eenergy])]

1272R2
BF=—-. 6.2.4
2ma? ( )
where
12=12+12 +12. (6.2.5)
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6.3: Degenerate Electron Gases

Consider N electrons trapped in a cubic box of dimension a. Let us treat the electrons as essentially non-interacting particles.
According to Section [snon], the total energy of a system consisting of many non-interacting particles is simply the sum of the
single-particle energies of the individual particles. Furthermore, electrons are subject to the Pauli exclusion principle (see Section
[siden]), because they are indistinguishable fermions. The exclusion principle states that no two electrons in our system can occupy
the same single-particle energy level. Now, from the previous section, the single-particle energy levels for a particle in a box are
characterized by the three quantum numbers, I, l,, and /.. Thus, we conclude that no two electrons in our system can have the
same set of values of [, [, and [,. It turns out that this is not quite true, because electrons possess an intrinsic angular momentum
called spin. The spin states of an electron are governed by an additional quantum number, which can take one of two different
values. (See Chapter [sspin].) Hence, when spin is taken into account, we conclude that a maximum of two electrons (with different
spin quantum numbers) can occupy a single-particle energy level corresponding to a particular set of values of [,, [, and [,. Note,
from Equations ([¢7.38]) and ([¢7.39]), that the associated particle energy is proportional to [ 2 =12 + ly2 +12 .

Suppose that our electrons are cold: that is, they have comparatively little thermal energy. In this case, we would expect them to fill
the lowest single-particle energy levels available to them. We can imagine the single-particle energy levels as existing in a sort of
three-dimensional quantum number space whose Cartesian coordinates are I, I, and I,. Thus, the energy levels are uniformly
distributed in this space on a cubic lattice. Moreover, the distance between nearest neighbor energy levels is unity. This implies that
the number of energy levels per unit volume is also unity. Finally, the energy of a given energy level is proportional to its distance,
12=12 +ly2 +12 | from the origin.

Because we expect cold electrons to occupy the lowest energy levels available to them, but only two electrons can occupy a given
energy level, it follows that if the number of electrons, IV, is very large then the filled energy levels will be approximately
distributed in a sphere centered on the origin of quantum number space. The number of energy levels contained in a sphere of
radius [ is approximately equal to the volume of the sphere—because the number of energy levels per unit volume is unity. It turns
out that this is not quite correct, because we have forgotten that the quantum numbers I, I,, and I, can only take positive values.
Hence, the filled energy levels actually only occupy one octant of a sphere. The radius Iz of the octant of filled energy levels in
quantum number space can be calculated by equating the number of energy levels it contains to the number of electrons, N. Thus,

we can write
1 4
N:2x§x?ﬂl1§. (6.3.1)

Here, the factor 2 is to take into account the two spin states of an electron, and the factor 1/8 is to take account of the fact that I,
ly, and [, can only take positive values. Thus,

I = (ﬂ>1/3. (6.3.2)

s

According to Equation ([e7.38]), the energy of the most energetic electrons—which is known as the Fermi energy —is given by

l2ﬂ'2h2 ghz 3N 2/3
= F _ T = , (6.3.3)
2mea? 2ma?\ w
where m, is the electron mass. This can also be written as
22 /3n\2/3
Ep="_ (—") , (6.3.4)
2m, ™

where n = N /a3 is the number of electrons per unit volume (in real space). Note that the Fermi energy only depends on the
number density of the confined electrons.

The mean energy of the electrons is given by

_ lr 4
E:EF/ 1247rl2dl/ wl
0

(6.3.5)

w|
o
I
ot
=
3
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because E o 1?2, and the energy levels are uniformly distributed in quantum number space within an octant of radius [z. Now,
according to classical physics, the mean thermal energy of the electrons is (3/2) kp T, where T is the electron temperature, and kp
the Boltzmann constant . Thus, if kg T << Er then our original assumption that the electrons are cold is valid. Note that, in this
case, the electron energy is much larger than that predicted by classical physics—electrons in this state are termed degenerate. On
the other hand, if kg 7' > EF then the electrons are hot, and are essentially governed by classical physics—electrons in this state
are termed non-degenerate.

The total energy of a degenerate electron gas is

- 3
Eipta =N E = gNEF. (6.3.6)
Hence, the gas pressure takes the form
8Et0tal 2
—_—tetal 2@ 6.3.7
1% 5 ntotr, ( )

because Er xa 2 =V —2/3 [See Equation ([e7.42]).] Now, the pressure predicted by classical physics is P =n kg T . Thus, a
degenerate electron gas has a much higher pressure than that which would be predicted by classical physics. This is an entirely
quantum mechanical effect, and is due to the fact that identical fermions cannot get significantly closer together than a de Broglie
wavelength without violating the Pauli exclusion principle. Note that, according to Equation ([e7.43]), the mean spacing between
degenerate electrons is
h h

—~ =~ 6.3.8

AN (6.3.8)
where A is the de Broglie wavelength. Thus, an electron gas is non-degenerate when the mean spacing between the electrons is
much greater than the de Broglie wavelength, and becomes degenerate as the mean spacing approaches the de Broglie wavelength.

den V3~

In turns out that the conduction (i.e., free) electrons inside metals are highly degenerate (because the number of electrons per unit
volume is very large, and Er xn 2/3). Indeed, most metals are hard to compress as a direct consequence of the high degeneracy
pressure of their conduction electrons. To be more exact, resistance to compression is usually measured in terms of a quantity
known as the bulk modulus, which is defined

oP
B=-V— 6.3.9
37 (6.3.9)
Now, for a fixed number of electrons, P ox V' -5/3 [See Equations ([e7.42]) and ([e7.46]).] Hence,
5 x3R2 (3n\°®
B=—=—P= —_— . 6.3.10
3 Im ( m > ( )

For example, the number density of free electrons in magnesium is 7 ~ 8.6 x 10*® m=3 . This leads to the following estimate for
the bulk modulus: B ~ 6.4 x 10'° Nm™2 . The actual bulk modulus is B=4.5 x 10'° Nm™2 .
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6.4: White Dwarf Stars

A main-sequence hydrogen-burning star, such as the Sun, is maintained in equilibrium via the balance of the gravitational attraction
tending to make it collapse, and the thermal pressure tending to make it expand. Of course, the thermal energy of the star is
generated by nuclear reactions occurring deep inside its core. Eventually, however, the star will run out of burnable fuel, and,
therefore, start to collapse, as it radiates away its remaining thermal energy. What is the ultimate fate of such a star?

A burnt-out star is basically a gas of electrons and ions. As the star collapses, its density increases, and so the mean separation
between its constituent particles decreases. Eventually, the mean separation becomes of order the de Broglie wavelength of the
electrons, and the electron gas becomes degenerate. Note that the de Broglie wavelength of the ions is much smaller than that of the
electrons, so the ion gas remains non-degenerate. Now, even at zero temperature, a degenerate electron gas exerts a substantial
pressure, because the Pauli exclusion principle prevents the mean electron separation from becoming significantly smaller than the
typical de Broglie wavelength. (See the previous section.) Thus, it is possible for a burnt-out star to maintain itself against complete
collapse under gravity via the degeneracy pressure of its constituent electrons. Such stars are termed white-dwarfs. Let us
investigate the physics of white-dwarfs in more detail.

The total energy of a white-dwarf star can be written
E=K+U, (6.4.1)

where K is the kinetic energy of the degenerate electrons (the kinetic energy of the ions is negligible), and U is the gravitational
potential energy. Let us assume, for the sake of simplicity, that the density of the star is uniform. In this case, the gravitational
potential energy takes the form

3GM?
U= “FT R (6.4.2)
where G is the gravitational constant, M is the stellar mass, and R is the stellar radius.
From the previous section, the kinetic energy of a degenerate electron gas is simply
3 3 w2h? 3N\’
K=NE=—-NEr=-N — 6.4.3
50 "T85 2m, ( ™ V) ’ (6.4.3)

where IV is the number of electrons, V' the volume of the star, and m, the electron mass.

The interior of a white-dwarf star is composed of atoms like C''? and O'% which contain equal numbers of protons, neutrons, and
electrons. Thus,

M =2Nm,, (6.4.4)
where m,, is the proton mass.
Equations ([e8wd1])—([e8wd6]) can be combined to give
A B
E=———, 6.4.5
2 R (6.4.5)
where
3 (97 \*Ph2 [ M\*?
A=—|[— — ,
5(5) ()
B = 3 GM?2.
5
The equilibrium radius of the star, R, is that which minimizes the total energy £. In fact, it is easily demonstrated that
2A
R, = "7, (6.4.6)
B

which yields
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2/3 B2
R = 97 . (6.4.7)
8  Gmem, M

The previous formula can also be written

(6.4.8)

where Ry =7 x 10° km is the solar radius, and M =2 x 10** kg the solar mass. It follows that the radius of a typical solar
mass white-dwarf is about 7000 km: that is, about the same as the radius of the Earth. The first white-dwarf to be discovered (in
1862) was the companion of Sirius. Nowadays, thousands of white-dwarfs have been observed, all with properties similar to those
described previously.

Note from Equations ([e8wd4]), ([e8wd6]), and ([e8wd9]) that E o< M /3 . In other words, the mean energy of the electrons inside
a white dwarf increases as the stellar mass increases. Hence, for a sufficiently massive white dwarf, the electrons can become
relativistic. It turns out that the degeneracy pressure for relativistic electrons only scales as R !, rather that R ~2, and thus is
unable to balance the gravitational pressure [which also scales as R ~'—see Equation ([¢7.52])]. It follows that electron
degeneracy pressure is only able to halt the collapse of a burnt-out star provided that the stellar mass does not exceed some critical
value, known as the Chandrasekhar limit , which turns out to be about 1.4 times the mass of the Sun. Stars whose mass exceeds the
Chandrasekhar limit inevitably collapse to produce extremely compact objects, such as neutron stars (which are held up by the
degeneracy pressure of their constituent neutrons), or black holes.

Contributors and Attributions

e Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 6.4: White Dwarf Stars is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.

https://phys.libretexts.org/@go/page/15760


https://libretexts.org/
https://phys.libretexts.org/@go/page/15760?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.04%3A_White_Dwarf_Stars
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.04%3A_White_Dwarf_Stars?no-cache
http://farside.ph.utexas.edu/

LibreTextsw

6.5: Exercises

1. Consider a particle of mass m moving in a three-dimensional isotropic harmonic oscillator potential of force constant k. Solve
the problem via the separation of variables, and obtain an expression for the allowed values of the total energy of the system (in
a stationary state).

2. Repeat the calculation of the Fermi energy of a gas of fermions by assuming that the fermions are massless, so that the energy-
momentum relationis E =pc.

3. Calculate the density of states of an electron gas in a cubic box of volume L?, bearing in mind that there are two electrons per
energy state. In other words, calculate the number of electron states in the interval E to E¥ + dFE . This number can be written
dN = p(E) dE , where p is the density of states.

4. Repeat the previous calculation for a two-dimensional electron gas in a square box of area L?.

5. Given that the number density of free electrons in copper is 8.5 x 10** m~3, calculate the Fermi energy in electron volts, and
the velocity of an electron whose kinetic energy is equal to the Fermi energy.

6. Obtain an expression for the Fermi energy (in eV) of an electron in a white dwarf star as a function of the stellar mass (in solar
masses). At what mass does the Fermi energy equal the rest mass energy?
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7.1: Angular Momenum Operators

In classical mechanics, the vector angular momentum, L, of a particle of position vector r and linear momentum p is defined as
L=rxp. (7.1.1)

It follows that

L, =yp.—zpy,
Ly =ZPg — T Pz,
L, =T Py —YPx-

Let us, first of all, consider whether it is possible to use the previous expressions as the definitions of the operators corresponding
to the components of angular momentum in quantum mechanics, assuming that the x; and p; (where 21 =z, p1 =p,, T2 =y,
etc.) correspond to the appropriate quantum mechanical position and momentum operators. The first point to note is that
expressions ([e8.1])—([e8.3]) are unambiguous with respect to the order of the terms in multiplicative factors, because the various
position and momentum operators appearing in them all commute with one another. [See Equations ([commxp]).] Moreover, given
that the z; and the p; are Hermitian operators, it is easily seen that the L; are also Hermitian. This is important, because only
Hermitian operators can represent physical variables in quantum mechanics. (See Section [s4.6].) We, thus, conclude that Equations
(le8.11)—([e8.3]) are plausible definitions for the quantum mechanical operators that represent the components of angular
momentum.

Let us now derive the commutation relations for the L;. For instance,
= [yp: — 2Py, 2Pz — T P:| =Y Pr [Pz, 2] + T Py [2, ]
=ih(zp,—yp;) =1hL,,

where use has been made of the definitions of the L; [see Equations ([e8.1])—([e8.3])], and commutation relations (|commxx])—
([commxp]) for the z; and p;. There are two similar commutation relations: one for L, and L, and one for L, and L,. Collecting
all of these commutation relations together, we obtain

(Lo, L] =ik L.,
Ly, L.] =ihL,,
[L.,L,] =ihL,.

By analogy with classical mechanics, the operator L2, that represents the magnitude squared of the angular momentum vector, is
defined

L*=L2+L}+L2 (7.1.2)
Now, it is easily demonstrated that if A and B are two general operators then
[A% B] = A[A,B] + A, B A. (7.1.3)
Hence,
=L, La] +[L2, Ls]
=Ly [Ly, Ly| + [Ly, Ls] Ly + L [Lz, L] + [Lz, Lo L2
=ih(-LyL,—L,L,+L,L,+L,L,)=0,

where use has been made of Equations ([e8.6])—([e8.8]). In other words, L? commutes with L. Likewise, it is easily demonstrated
that L? also commutes with L,, and with L. Thus,

(L2, L] = [L2, L) = [L?, L.] =0. (7.1.4)

Recall, from Section [smeas], that in order for two physical quantities to be (exactly) measured simultaneously, the operators that
represent them in quantum mechanics must commute with one another. Hence, the commutation relations ([e8.6])—([e8.8]) and
([e8.12]) imply that we can only simultaneously measure the magnitude squared of the angular momentum vector, L?, together
with, at most, one of its Cartesian components. By convention, we shall always choose to measure the z-component, L.
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Finally, it is helpful to define the operators
Ly=L,=%iL,. (7.1.5)
Note that L, and L_ are not Hermitian operators, but are the Hermitian conjugates of one another (see Section [s4.6]): that s,

(L)' = Ls, (7.1.6)

Moreover, it is easily seen that

L,L  =(L,+iL,)(L,—iL,)=L2+L—i[L,,L,)=L2+L2+hKL.

=L*-L}+hL,.
Likewise,
L L, ,=L-L?-hL,, (7.1.7)
giving
[Ly,L_]=2RL,. (7.1.8)
We also have
Ly, L, =[Ly,L,)+i[Ly,L,) =—ihL,—hL, =—hL,, (7.1.9)
and, similarly,
[L_,L,)=hL_. (7.1.10)
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7.2: Representation of Angular Momentum

Now, we saw earlier, in Section [s7.2], that the operators, p;, which represent the Cartesian components of linear momentum in
quantum mechanics, can be represented as the spatial differential operators —i % d/0z;. Let us now investigate whether angular
momentum operators can similarly be represented as spatial differential operators.

It is most convenient to perform our investigation using conventional spherical polar coordinates: that is, r, 8, and ¢. These are
defined with respect to our usual Cartesian coordinates as follows:

x =7 sinf cos ¢,

y =r sinf sin @,

z =7 cosf.
We deduce, after some tedious analysis, that

i :sin0cos¢i+cosocos¢ i_ 511‘145 i’
Oz or T 00 rsind 9¢

i . . i cos@ sin¢ ﬁ cos ¢ i

gy ~ Snfsing 5o 56 " 7 sing 96’
2 B 03_ sinf i

5z 7% r 00’

Making use of the definitions ([e8.1])—([e8.3]), ([e8.9]), and ([e8.13]), the fundamental representation ([e6.12])—([e6.14]) of the p;
operators as spatial differential operators, Equations ([e8.21])—([e8zz]), and a great deal of tedious analysis, we finally obtain

L, =—ih<—sin¢%—cos¢ cot@%) ,

L, =—ih (cosq&% —sing COteé)_zS) ,

as well as

1 9 0 1 0?2
2= —h? 2 (sing = 21, 7.2.1
{ ' (Sm >+sin20 a¢>2] (7.2.1)

and
L. =het? (i% +1 cotf %) . (7.2.2)

We, thus, conclude that all of our angular momentum operators can be represented as differential operators involving the angular
spherical coordinates, 8 and ¢, but not involving the radial coordinate, .

Contributors and Attributions

e Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 7.2: Representation of Angular Momentum is shared under a not declared license and was authored, remixed, and/or curated by
Richard Fitzpatrick.

https://phys.libretexts.org/@go/page/15765


https://libretexts.org/
https://phys.libretexts.org/@go/page/15765?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.02%3A_Representation_of_Angular_Momentum
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.02%3A_Representation_of_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.02%3A_Representation_of_Angular_Momentum?no-cache
http://farside.ph.utexas.edu/

LibreTextsw

7.3: Eigenstates of Angular Momentum

Let us find the simultaneous eigenstates of the angular momentum operators L, and L?. Because both of these operators can be
represented as purely angular differential operators, it stands to reason that their eigenstates only depend on the angular coordinates
0 and ¢. Thus, we can write

L. Yim(0,0) =mhY,n(0, ),
LY m(6,¢) =L+ 1) R Yim(6, 8)-
Here, the Y7 ,,(6, ¢) are the eigenstates in question, whereas the dimensionless quantities m and ! parameterize the eigenvalues of

L, and L?, which are m A and 1(1+1) K2, respectively. Of course, we expect the Y;,, to be both mutually orthogonal and
properly normalized (see Section [seig]), so that

f Y, (60, 6) Yim(6, ) 2=y S, (7.3.1)

where df2 =sinfdfd¢ is an element of solid angle, and the integral is over all solid angle.
Now,
L,(LyYim) =(Ly Lo+ Ly, Ly ) Yiym = (Ly Lo + R Ly ) Y
=(m+1)h(Ly Yim),
where use has been made of Equation ([e8.19]). We, thus, conclude that when the operator L. operates on an eigenstate of L,

corresponding to the eigenvalue m A it converts it to an eigenstate corresponding to the eigenvalue (m +1) k. Hence, L, is
known as the raising operator (for L,). It is also easily demonstrated that

L. (L Yim) = (m—1)k(L_ Yim). (7.3.2)

In other words, when L_ operates on an eigenstate of L, corresponding to the eigenvalue m A it converts it to an eigenstate
corresponding to the eigenvalue (m — 1) i. Hence, L_ is known as the lowering operator (for L.,).

Writing
L Yim =6 Yim,
L Yim=c, Yim1,
we obtain
L_L .Y m= clfm i1 Yim = L(I+1)—m (m+1)] A% Y., (7.3.3)

where use has been made of Equation ([e8.17]). Likewise,

LiL Y= Yim=[(+1)—m(m—1)] k2 Yin, (7.3.4)

clJ,rmfl cljm
where use has been made of Equation ([e8.15]). It follows that
cl“jmcl_’m+1 =[1(1+1)—m(m+1)]h?
clJ’rﬂ%1 Clom = L(l+1)—m(m—1)] R2.
These equations are satisfied when

=L+ —m (m+1)]"*h. (7.3.5)

Hence, we can write

b(
+
v
3

I

LI+1) =m (m+ 1] Yy,
11+1)—m(m—1)]"Y2RY 1.

P
S
3
I
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7.4: Eigenvalues of Lz

It seems reasonable to attempt to write the eigenstate Y; ,, (6, ¢) in the separable form

}/l,m(oa ¢) = @l,m(e) 2 (¢) (7.4.1)

We can satisfy the orthonormality constraint ( ) provided that
/ @l?"m,(ﬂ) Oy, (0) sinfdb = oy,
0

2
/0 8:,(8) B (9) d = Sy

Note, from Equation ( ), that the differential operator which represents L, only depends on the azimuthal angle ¢, and is
independent of the polar angle 6. It therefore follows from Equations ( ), ( ), and ( ) that
., dP
—ih d(;” =mhd,. (7.4.2)

The solution of this equation is
B () ~el™m?. (7.4.3)
Here, the symbol ~ just means that we are neglecting multiplicative constants.

Our basic interpretation of a wavefunction as a quantity whose modulus squared represents the probability density of finding a
particle at a particular point in space suggests that a physical wavefunction must be single-valued in space. Otherwise, the
probability density at a given point would not, in general, have a unique value, which does not make physical sense. Hence, we
demand that the wavefunction ( ) be single-valued: that is, @,,(¢ +2 7) = Py, (¢p) for all ¢. This immediately implies that
the quantity m is quantized. In fact, m can only take integer values. Thus, we conclude that the eigenvalues of L, are also
quantized, and take the values m , i, where m is an integer. [A more rigorous argument is that &, (¢) must be continuous in order
to ensure that L, is an Hermitian operator, because the proof of hermiticity involves an integration by parts in ¢ that has canceling
contributions from ¢ = 0 and ¢ = 2. ]

Finally, we can easily normalize the eigenstate ( ) by making use of the orthonormality constraint ( ). We obtain

e1m¢

P (¢) = (7.4.4)

This is the properly normalized eigenstate of L, corresponding to the eigenvalue m A.
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7.5: Eigenvalues of L2
Consider the angular wavefunction (6, ¢) = L} Y] ,,,(0, ¢) . We know that

fqp*(e, $) (0, $)d2 >0, (75.1)
because ¥* ¢ = || ’isa positive-definite real quantity. Hence, making use of Equations ([e5.48]) and ([e8.14]), we find that
FL i) (L Vi) d2= §Y5 (L) (L Vi) d2= $Y,3, L0 L Vi de2 20
It follows from Equations ([e8.17]), and ([e8.29])—([e8.31]) that
7{Yl;‘n (L* - L2 —hL,)Y ,dR? = %Yl’fnhz fl+1)—m(m+1)]Y;,,dR2
=R2[I(I+1)—m(m+1)] le;nYl,mdQ
=h2[I(I+1)—m(m+1)] >0.

We, thus, obtain the constraint

Il+1)>m(m+1). (7.5.2)
Likewise, the inequality
7( (L Yim)* (L Yip)ds2 = 7{ Y5 L L Yipmd2>0 (7.5.3)
leads to a second constraint:
Il+1)>m(m-1). (7.5.4)

Without loss of generality, we can assume that [ > 0. This is reasonable, from a physical standpoint, because I (I+1)h? is
supposed to represent the magnitude squared of something, and should, therefore, only take non-negative values. If [ is non-
negative then the constraints ([¢8.42]) and ([e8.44]) are equivalent to the following constraint:

—-I<m<l (7.5.5)
We, thus, conclude that the quantum number m can only take a restricted range of integer values.

Now, if m can only take a restricted range of integer values then there must exist a lowest possible value that it can take. Let us call
this special value m_, and let Y7 ,,, be the corresponding eigenstate. Suppose we act on this eigenstate with the lowering operator
L_. According to Equation ([e8.32]), this will have the effect of converting the eigenstate into that of a state with a lower value of
m. However, no such state exists. A non-existent state is represented in quantum mechanics by the null wavefunction, ¥ =0.
Thus, we must have

L. Y, =0. (7.5.6)
From Equation ([e8.15]),
L*=L,L +L2-hL, (7.5.7)
Hence,
L*Yipm =(Ls L +L2—RL.)Yim , (7.5.8)
or
I(I+1)Y =m_(m_—1)Yp, (7.5.9)

where use has been made of ([e8.29]), ([e8.30]), and ([e8.46]). It follows that
Il+1)=m_(m_—1). (7.5.10)
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Assuming that m_ is negative, the solution to the previous equation is

m_ = —l. (7.5.11)
We can similarly show that the largest possible value of m is

my = +l. (7.5.12)
The previous two results imply that [ is an integer, because m_ and m. are both constrained to be integers.

We can now formulate the rules that determine the allowed values of the quantum numbers [ and m. The quantum number [ takes
the non-negative integer values 0,1, 2, 3, - - - Once [ is given, the quantum number m can take any integer value in the range

1, —l+1,---0,---,01—1, 1. (7.5.13)

Thus, if [ = 0 then m can only take the value 0, if [ =1 then m can take the values —1, 0, +1, if l = 2 then m can take the values
-2,-1,0,+1,+2 and so on.
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7.6: Spherical Harmonics

The simultaneous eigenstates, Y7 ,,(6, ¢), of L? and L, are known as the spherical harmonics . Let us investigate their functional
form.

We know that

L, Yi,l(ea (b) =0, (761)
because there is no state for which m has a larger value than +I. Writing
Y14(0,¢) = O(0) e’ ? (7.6.2)
[see Equations ([e8.34]) and (|e8.38])], and making use of Equation ([e8.28]), we obtain
A P} .
held’(% +icot08—¢> O(0)e'? =0. (7.6.3)
This equation yields
do,
W”l —lcotfO,; =0. (7.6.4)
which can easily be solved to give
Oy ~ (sinf) L. (7.6.5)
Hence, we conclude that
Y1.1(0, ¢) ~ (sinf) L et!?. (7.6.6)
Likewise, it is easy to demonstrate that
Y, 1(0,¢) ~ (sinf) le 112 (7.6.7)
Once we know Y} ;, we can obtain ¥;;_; by operating on Y} ; with the lowering operator L_. Thus,
Vi1~L Y ~e? (—3 +1i cotd i) (sinf)leil? (7.6.8)
' ' 00 0¢ ’
where use has been made of Equation ([e8.28]). The previous equation yields
: d
Vi ~elD9 (% +1 cot 6‘) (sinf) . (7.6.9)
Now,
d 1 d
— +lcotf) f(6) = — [(sin) ' £(0 7.6.10
(51 cot0) 1) = e g5 (n0)" 161 (7.6.10)
where f(6) is a general function. Hence, we can write
el (1-1)¢ 1 d .
Y40, ) ~—— | —— inf)°". 7.6.11
l,l 1( 7¢) (Sln0) -1 (Sin0 do) (SIn ) ( )
ikewise, we can show that
e i (I-1) ¢ 1 d .
Y 1n10,0)~L Y, /| —— in@)"". 7.6.12
L-141(0,¢) ~ Ly Yy (sing) 1 (sin@ d0) (sin6) ( )
We can now obtain Y; ;_» by operating on Y7 ;_; with the lowering operator. We get
; 0 0\ eil-1)¢ 1 d
Yiio~L Y 4~el? ——+icot0—)—(——> sin@)2!, 7.6.13
b2 bt ( 0 99 ) (sin6) -1 \'sing df (sin) ( )
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which reduces to

i d 1
~e (20 2 — — i 2l
Y 2~e 7 +({—1) cot 9] (sn6) 1 <si 0 0) (sinf)=".

Finally, making use of Equation ([e8.64]), we obtain

1 d
sin@ d@

i(1-2) ¢ 2
Yi2(6, ) ~ R ( ) (sin6)*".

(sin@) -2

Likewise, we can show that

—i(1-2) ¢ 2
° ( ! d) (sinf)2".

Vi 142(0,0) ~ Ly Y101~ ——=— do
1,-1+2(0, ¢) + L=l (sin@) -2 \ sin@ do

(7.6.14)

(7.6.15)

(7.6.16)

A comparison of Equations ([¢8.59]), ([e8.64a]), and ([e8.68]) reveals the general functional form of the spherical harmonics:

eim¢ 1 d f=m . 21
Yiom(0, 6) ~ (sin@) ™ (sinG dG) (sin )™

Here, m is assumed to be non-negative. Making the substitution u = cos 8, we can also write

l-m
inu,d) ~e'™ (-ut) ™2 () a-u?),

Finally, it is clear from Equations ([e8.60]), ([e8.65]), and ([e8.69]) that

Y;,—m’\‘yi,:n-
o2s F T
E\\" I}.a “1 rJr:
L ] ! -
0.2 1'- ;J Ll. JJ n
= [ 1 I b
" ¢ ' P
1 1 1
- | ! i
w  0.15 K H HE
g [ ! ) f ]
il L Y — ! \ —_ / 4
il L L TN ) N
0.1 F /7 N\ A W
B 1_! iU "]." ‘\.‘f ]
L A |'\l f\l ‘f"'. 4
- / "\ 0y / \l' R 4
0.05 - [/ oy I A
i )"’H | SR / \ fooN
K "\ :’ \ / 11 / ]
0}’{ L N A N
-1 -0.5 0 0.5 1

8 /=

(7.6.17)

(7.6.18)

(7.6.19)

Figure 18: The |Y; (6, <;5)|2 plotted as a functions of 6. The solid, short-dashed, and long-dashed curves correspond to

l,m=0,0, and 1,0, and 1, +1, respectively.

We now need to normalize our spherical harmonic functions so as to ensure that

75 Yim(6,0)| 2d2 =1.

After a great deal of tedious analysis, the normalized spherical harmonic functions are found to take the form
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21+1 (I—m)!

1/2 )
an m] .PZVm(COSQ)elm(ﬁ (7621)

Yl,m(ea ¢) = (_1)m |:

for m > 0, where the P, ,,, are known as associated Legendre polynomials , and are written

(+m)! (1—u2)™™?2 /g \™
P = (—1)Hm — 1-u?)! 7.6.22
for m > 0. Alternatively,
. 2\m/2 l+m
_ ey B (AT ey

Pl = (1) S — (7))’ (7.6.23)
for m > 0. The spherical harmonics characterized by m < 0 can be calculated from those characterized by m > 0 via the identity
7,—m = (—1)" Y (7.6.24)

The spherical harmonics are orthonormal: that is,
]{Y,j‘m, Y, 1 d02 =6y Oy s (7.6.25)

and also form a complete set. In other words, any well-behaved function of # and ¢ can be represented as a superposition of
spherical harmonics. Finally, and most importantly, the spherical harmonics are the simultaneous eigenstates of L, and L2
corresponding to the eigenvalues m hand I (I+1) & 2, respectively.

0.4

0.3

0.1

0 0.5
8/«

Figure 19: The |Y; (6, g25)|2 plotted as a functions of 6. The solid, short-dashed, and long-dashed curves correspond to
l,m=2,0, and 2, +1, and 2, +2 respectively.

All of thel =0,1=1, and [ = 2 spherical harmonics are listed below:
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1
Yoo=——,
0,0 i
/3
Yi,gz E OS@
3 +i¢
Yimi=7F sinfe™ ?,
87r
Y20 = > (3 cos’0—1),
20 =\ 16
15 ;
Y5 11 =F4/ —— sinf cosfet?,
87
/15 +2i¢
o490 = 327 sin? e .

The 6 variation of these functions is illustrated in Figures [ylm1] and [yIm2].
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7.E: Orbital Angular Momentum (Exercises)

1. A system is in the state 9 =Y (6, ¢) . Calculate (L) and (L2).

2. Find the eigenvalues and eigenfunctions (in terms of the angles § and ¢) of L.

3. Consider a beam of particles with [ = 1. A measurement of L, yields the result . What values will be obtained by a
subsequent measurement of L, and with what probabilities? Repeat the calculation for the cases in which the measurement of
L, yields the results 0 and —h.

4. The Hamiltonian for an axially symmetric rotator is given by

L3+L¢ L2

H=2""Y . E.1
2T, 2L (T.B.1)

What are the eigenvalues of H?
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CHAPTER OVERVIEW

8: Central Potentials

In this chapter, we shall investigate the interaction of a non-relativistic particle of mass m and energy E with various so-called
central potentials, V (r), where r = (z2 +y 2 + 2 2)1/ 2 s the radial distance from the origin. It is, of course, most convenient to
work in spherical coordinates—r, 6, ¢—during such an investigation. (See Section [s8.3].) Thus, we shall be searching for
stationary wavefunctions, 1 (r, 8, ¢), that satisfy the time-independent Schrédinger equation (see Section [sstat])

where the Hamiltonian takes the standard non-relativistic form
2

H= ;”—m +V(r). (8.2)

8.1: Derivation of Radial Equation
8.2: Infinite Spherical Potential Well
8.3: Hydrogen Atom

8.4: Rydberg Formula

8.E: Central Potentials (Exercises)
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8.1: Derivation of Radial Equation
Now, we have seen that the Cartesian components of the momentum, p, can be represented as (see Section [s7.2])

0
8.’13i
for i =1,2,3, where 1 =z, 22 =y, ©3 =2, and r = (z1, z2,x3). Likewise, it is easily demonstrated, from the previous
expressions, and the basic definitions of the spherical coordinates [see Equations ([e8.21])—([e8zz])], that the radial component of
the momentum can be represented as

pi=—ih (8.1.1)

pr=—=—ih— (8.1.2)
Recall that the angular momentum vector, L, is defined
L=rxp (8.1.3)
[See Equation ([e8.0]).] This expression can also be written in the following form:
L; = €1z pr.- (8.1.4)

Here, the €3, (where 1, j, k all run from 1 to 3) are elements of the so-called totally anti-symmetric tensor . The values of the
various elements of this tensor are determined via a simple rule:

0  if4,j, knot all different

etk =4 1  if4, 5,k are cyclic permutationof 1,2, 3 (8.1.5)

—1 if4, j, k are anti-cyclic permutation of 1,2, 3
Thus, €193 =€231 =1, €321 = €132 = —1, and €112 = €131 =0, et cetera. Equation ([e9.6]) also makes use of the Einstein
summation convention, according to which repeated indices are summed (from 1 to 3) . For instance,

a; b; = a1 by + a9 by +ag b . Making use of this convention, as well as Equation ([¢9.7]), it is easily seen that Equations ([€9.5])
and ([e9.6]) are indeed equivalent.

Let us calculate the value of L? using Equation ([¢9.6]). According to our new notation, L? is the same as L; L;. Thus, we obtain
2
L = €k, T Dk €itm Tt Pm = €ijk €itm T Dk 1 Pm- (8.1.6)

Note that we are able to shift the position of €;;,,, because its elements are just numbers, and, therefore, commute with all of the x;
and the p;. Now, it is easily demonstrated that

€ijk €itm = 01 Okm — Gjm Okl (8.1.7)

Here d;; is the usual Kronecker delta, whose elements are determined according to the rule

5 = 1 sz'and]‘tllle same (8.1.8)
0 if7 and jdifferent
It follows from Equations ([¢9.8]) and ([€9.9]) that
L2 =Z;PjT;iPj; —L;PjT;P;. (819)

Here, we have made use of the fairly self-evident result that d;; a; b; = a; b; . We have also been careful to preserve the order of the
various terms on the right-hand side of the previous expression, because the x; and the p; do not necessarily commute with one
another.

We now need to rearrange the order of the terms on the right-hand side of Equation ([e9.11]). We can achieve this goal by making
use of the fundamental commutation relation for the x; and the p;:

[.’lfi,pj] :iﬁéij. (8110)

[See Equation ([commxp]).] Thus,
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L* =g; (zipj — [z, p]) pj — i pj (P2 +[2),pi])
=; Tipjpj —1hdijxipj —xipjpix; —ihdi; x; p;
=, T;pjp; — T PiPj T; —2ihx; p;.
Here, we have made use of the fact that p; p; = p; p;, because the p; commute with one another. [See Equation ([commpp]).] Next,
L? =z;z;pjpj —zipi (zj p; — [z,p;]) — 2iRz; pi. (8.1.11)
Now, according to Equation ([e9.12]),
[z;,pj] = [1,p1] + (@2, P2] + @3, p3] =3 ik (8.1.12)
Hence, we obtain
L2zmimipjpj—:v,-pimjpj—l—ihmipi. (8.1.13)
When expressed in more conventional vector notation, the previous expression becomes
L*=7r2p%—(r-p)> +ihr-p. (8.1.14)

Note that if we had attempted to derive the previous expression directly from Equation ([€9.5]), using standard vector identities,
then we would have missed the final term on the right-hand side. This term originates from the lack of commutation between the x;
and p; operators in quantum mechanics. Of course, standard vector analysis assumes that all terms commute with one another.

Equation ([e9.17]) can be rearranged to give

pl=r2 [(r'p)2—ihr~p+L2]. (8.1.15)
Now,
r-p=r *fihrﬁ (8.1.16)
P=Trpr= o 1.

where use has been made of Equation ([9.4]). Hence, we obtain

10 0 10 L?

2 2

— R == {(r— - _ . 8.1.17
P [r@r(rar)_'_rar h2r2] ( )
Finally, the previous equation can be combined with Equation ([e9.2]) to give the following expression for the Hamiltonian:

K2 ( 82 290 L2

2m\dr? ror hZr?

) +V(r). (8.1.18)
Let us now consider whether the previous Hamiltonian commutes with the angular momentum operators L, and L?. Recall, from
Section [s8.3], that L, and L? are represented as differential operators that depend solely on the angular spherical coordinates,
and ¢, and do not contain the radial coordinate, r. Thus, any function of r, or any differential operator involving r (but not 8 and
@), will automatically commute with L? and L,. Moreover, L? commutes both with itself, and with L. (See Section [s8.2].) It is,
therefore, clear that the previous Hamiltonian commutes with both L, and L2

According to Section [smeas], if two operators commute with one another then they possess simultaneous eigenstates. We thus
conclude that for a particle moving in a central potential the eigenstates of the Hamiltonian are simultaneous eigenstates of L, and
L%. Now, we have already found the simultaneous eigenstates of L, and L2—they are the spherical harmonics, Y,,m(e, ?),
discussed in Section [sharm]. It follows that the spherical harmonics are also eigenstates of the Hamiltonian. This observation leads
us to try the following separable form for the stationary wavefunction:

P(r,0,¢) = R(r) Yi,m(6, ). (8.1.19)
It immediately follows, from Equation ([¢8.29]) and (|e8.30]), and the fact that L, and L? both obviously commute with R(r), that
L.y =mhy,

L =1(1+1)R>.

Recall that the quantum numbers 7 and [ are restricted to take certain integer values, as explained in Section [slsq].
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Finally, making use of Equations ([€9.1]), ([€9.21]), and ([e9.24]), we obtain the following differential equation which determines
the radial variation of the stationary wavefunction:

R [d? 2d [l(I1+1)

2m | dr2 rdr  p2 Rn1+V By =E R, (8.1.20)

Here, we have labeled the function R(r) by two quantum numbers, n and I. The second quantum number, [, is, of course, related to
the eigenvalue of L2. [Note that the azimuthal quantum number, m, does not appear in the previous equation, and, therefore, does
not influence either the function R(r) or the energy, E.] As we shall see, the first quantum number, n, is determined by the
constraint that the radial wavefunction be square-integrable.
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8.2: Infinite Spherical Potential Well
Consider a particle of mass m and energy E > 0 moving in the following simple central potential:

0 for0<r<a
V(r)= . . (8.2.1)
00 otherwise
Clearly, the wavefunction 1 is only non-zero in the region 0 < r < a . Within this region, it is subject to the physical boundary
conditions that it be well behaved (i.e., square-integrable) at » = 0, and that it be zero at 7 = a. (See Section [s5.2].) Writing the
wavefunction in the standard form

Y(r,0,¢) = Rua(r) Yim(6, 8), (8.2.2)

we deduce (see the previous section) that the radial function R, ;(r) satisfies

d’R,; 2dR,, 1(14+1)
4 ——— 4 |k?— ——%>| R, =0 8.2.3
dr? r dr +[ r? ] mt ( )
in the region 0 < r < a, where
2mE

k%= 3 (8.2.4)

Defining the scaled radial variable z = kr, the previous differential equation can

be transformed into the standard form

\[Mrac{d {\,2} R_{n,1}}{dzA{\,2}} +\frac{2}{z}\frac{dR_{n,1}}{dz} +\left[1 - \frac{l\,(I+1
YHzA{\2} Nright] R_{n,1} = 0.\]

The two independent solutions to this well-known second-order differential equation are called spherical Bessel functions, and can

be written
1, .
1d sinz
. _ l el

v (2) :_Zl(_%j_z)l (Cozsg:)‘

Thus, the first few spherical Bessel functions take the form

. sin z
Jo (z) = P 3
. _ sinz cosz
J1 (Z) - > 2 - P )
cosz
Yo (Z) = P )
cosz sinz
yi(2) =— -

2?2 z

These functions are also plotted in Figure [sph]. It can be seen that the spherical Bessel functions are oscillatory in nature, passing
through zero many times. However, the y;(z) functions are badly behaved (i.e., they are not square integrable) at z =0, whereas
the j;(2) functions are well behaved everywhere. It follows from our boundary condition at » = 0 that the y;(z) are unphysical,
and that the radial wavefunction R, ;(r) is thus proportional to j;(kr) only. In order to satisfy the boundary condition at r = a
[i.e., Ry (a) =01, the value of k must be chosen such that z =k a corresponds to one of the zeros of j;(z). Let us denote the nth
zero of j;(z) as z,. It follows that

ka=z,, (8.2.5)

forn=1,2,3,.... Hence, from Equation ([€9.29]), the allowed energy levels are
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h2
Enl

The first few values of z, ; are listed in Table [tsph]. It can be seen that 2, ; is an increasing function of both n and I.

The first few zeros of the spherical Bessel function j;(2).

n=1 n=2 n=3 n=4

=0 3.142 6.283 9.425 12.566
[0.5ex] I =1 4.493 7.725 10.904 14.066
[0.5ex] =2 5.763 9.095 12.323 15.515
[0.5ex] 1 =3 6.988 10.417 13.698 16.924
[0.5ex] =4 8.183 11.705 15.040 18.301

We are now in a position to interpret the three quantum numbers— n, [, and m—which determine the form of the wavefunction
specified in Equation ([€9.27]). As is clear from Chapter [sorb], the azimuthal quantum number m determines the number of nodes
in the wavefunction as the azimuthal angle ¢ varies between 0 and 27. Thus, m = 0 corresponds to no nodes, m =1 to a single
node, m = 2 to two nodes, et cetera. Likewise, the polar quantum number [ determines the number of nodes in the wavefunction as
the polar angle 8 varies between 0 and 7. Again, [ = 0 corresponds to no nodes, [ =1 to a single node, et cetera. Finally, the radial
quantum number n determines the number of nodes in the wavefunction as the radial variable r varies between 0 and a (not
counting any nodes at r =0 or r =a). Thus, n =1 corresponds to no nodes, » =2 to a single node, n =3 to two nodes, et
cetera. Note that, for the case of an infinite potential well, the only restrictions on the values that the various quantum numbers can
take are that n must be a positive integer, [ must be a non-negative integer, and m must be an integer lying between —I and I. Note,
further, that the allowed energy levels ([€9.39]) only depend on the values of the quantum numbers 7 and I. Finally, it is easily
demonstrated that the spherical Bessel functions are mutually orthogonal: that is,

/ Ji(znar/a) i(zwar/a)r? dr =0 (8.2.7)
0

when n #n'. Given that the Y, ,,,(6, ¢) are mutually orthogonal (see Chapter [sorb]), this ensures that wavefunctions ([e9.27])
corresponding to distinct sets of values of the quantum numbers n, [, and m are mutually orthogonal.
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8.3: Hydrogen Atom

A hydrogen atom consists of an electron, of charge —e and mass m,, and a proton, of charge +e and mass m,, moving in the
Coulomb potential

e?

V(r)=— (8.3.1)

4meg|r|’

where r is the position vector of the electron with respect to the proton. Now, according to the analysis in Section [stwo], this two-
body problem can be converted into an equivalent one-body problem. In the latter problem, a particle of mass

Me My

p= ey (8.3.2)
moves in the central potential
e2
V(r)=-— Ireor (8.3.3)

Note, however, that because m, / my, ~1 /1836 the difference between m, and y is very small. Hence, in the following, we shall
write neglect this difference entirely.

Writing the wavefunction in the usual form,
¢(7"7 0, ¢) = Rn,l("") Yl,m(oa ¢)’ (8'3'4)

it follows from Section 1.2 that the radial function R,, ;(r) satisfies

B2 [d2 2d L(I+1 2
Rl e L

dr?2 rdr r2

. lzmh(z_E) :\/%00, (8.3.6)

where Ey and ag are defined in Equations ([¢9.56]) and ([€9.57]), respectively. Here, it is assumed that E < 0, because we are
only interested in bound-states of the hydrogen atom. The previous differential equation transforms to

2m, Admegr

+E) R, =0. (8.3.5)

Let r = a z, with

d? 2d l(I+1) ¢
S A ST A Y | = 3.
[dz2+zdz = +z ]Rn,z 0, (8.3.7)
where
2me.ae? E,
= =2,/—. 8.3.8
4meg b2 E ( )

Suppose that R, ;(r) = Z(r/a) exp(—r/a)/(r/a). It follows that

d? d ll+1) ¢
{@_25_ — +;]Z_0. (8.3.9)

We now need to solve the previous differential equation in the domain z =0 to z = co, subject to the constraint that R, ;(r) be
square-integrable.

Let us look for a power-law solution of the form
Z(z):chzk. (8.3.10)
k

Substituting this solution into Equation ([¢9.48]), we obtain

ch {k(k—1)2F? —2kzF"—1(1+1) 2" +¢2% ') =0. (8.3.11)
7z
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Equating the coefficients of z*~2 gives the recursion relation
ek [k(k—=1)—1(1+1)]) =cx1 [2(k—1)—(]. (8.3.12)

Now, the power series ([€9.49]) must terminate at small k, at some positive value of k, otherwise Z(z) behaves unphysically as

z— 0 [ie., it yields an R, ;(r) that is not square integrable as 7 — 0]. From the previous recursion relation, this is only possible if

[Fmin (kmin —1) =1 ({+1)] =0 , where the first term in the series is ¢y, zFwin There are two possibilities: ki, = —I or

kmin =1+1. However, the former possibility predicts unphysical behavior of Z(z) at z=0. Thus, we conclude that
Fmin = [ +1 . Note that, because R, ;(r) ~ Z(r/a)/(r/a) ~ (r/a)' at small r, there is a finite probability of finding the electron
at the nucleus for an ! =0 state, whereas there is zero probability of finding the electron at the nucleus for an [ > 0 state [i.e.,

2
|¥|“ =0 atr =0, except when ! =0].

For large values of z, the ratio of successive coefficients in the power series ([€9.49]) is

Cp 2

==, 8.3.13
P ( )
according to Equation ([e9.51]). This is the same as the ratio of successive coefficients in the power series
(22)*
3 o (8.3.14)

k

which converges to exp(2z). We conclude that Z(z) —>exp(2z) as z—oo. It thus follows that
R, (r) ~ Z(r/a) exp(—r/a)/(r/a) — exp(r/a)/(r/a) as r — oco. This does not correspond to physically acceptable behavior
of the wavefunction, because [ \1/J|2 dV must be finite. The only way in which we can avoid this unphysical behavior is if the
power series ([€9.49]) terminates at some maximum value of k. According to the recursion relation ([e9.51]), this is only possible if

5 :n’ (8.3-15)

where n is an integer, and the last term in the series is ¢, z ™. Because the first term in the series is ¢;11 2 41 it follows that n must
be greater than I, otherwise there are no terms in the series at all. Finally, it is clear from Equations ([e9.45]), ([€9.47]), and
(1e9.54]) that

E= — (8.3.16)
and
a=mna, (8.3.17)
where
mee? e?
Ey=— =— =-13.6eV 8.3.18
0 2 (4mep)? h2 87 ey ag ’ ( )
and
Ameg B2
=" =53x10 ' m. (8.3.19)
Me €

Here, Ej is the energy of so-called ground-state (or lowest energy state) of the hydrogen atom, and the length ag is known as the
Bohr radius. Note that |Eg| ~ a?m, c?, where a =e? /(4w ey hc) ~1/137 is the dimensionless fine-structure constant. The
fact that | Ey| < m, c? is the ultimate justification for our non-relativistic treatment of the hydrogen atom.

We conclude that the wavefunction of a hydrogen atom takes the form
'd)n,l,m(ra 07 ¢) = Rn,l(r) le,m(07 ¢) (8320)

Here, the Y} ,,(6, ¢) are the spherical harmonics (see Section [sharm]), and Ry, ;(z =r/a) is the solution of

1 d ,d 10+1) 2n
2 T 2 R, = 3.21
z2 dzz dz 22 + 2 Ry =0 (8.3.21)
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which varies as z ! at small z. Furthermore, the quantum numbers n, [, and m can only take values that satisfy the inequality

Im| <l<mn,
where n is a positive integer, [ a non-negative integer, and m an integer.

We expect the stationary states of the hydrogen atom to be orthonormal: that is,

/7/);/ U 'l/"n,l,m dVv = 5nn’ 61[’ 5mm’a

(8.3.22)

(8.3.23)

where dV is a volume element, and the integral is over all space. Of course, dV = r2 drdf2, where df2 is an element of solid
angle. Moreover, we already know that the spherical harmonics are orthonormal [see Equation ([sphol)]: that is,

fiflr:km, Y;,m a2 = 611’ ‘Smm’ .

It, thus, follows that the radial wavefunction satisfies the orthonormality constraint

o0
/ R}y Royr?dr =6y
0

The first few radial wavefunctions for the hydrogen atom are listed below:

- L)
Ryo(r) = @;W <1 - 2L(10) exp(—LaO),
Rso(r) = (?;cjm (1 — 32—(:0 + 2277*(1202) exp(—3LaO>,

Roa(r) = —2Y2_ T (1—L) exp(—3L>,

9(3a9)%/2 ag

)~ ) (75

These functions are illustrated in Figures [coull] and [coul2].

(8.3.24)

(8.3.25)
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Figure 21: The agr?|R,, (r)|* plotted as a functions of r/ag. The solid, short-dashed, and long-dashed curves correspond to

n,l=1,0, and 2,0, and 2, 1, respectively.
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Figure 22: The oz07"2|Rn,l(7")|2 plotted as a functions of r/ay.The solid, short-dashed, and long-dashed curves correspond to

n,1=3,0, and 3,1, and 3, 2, respectively.

Given the (properly normalized) hydrogen wavefunction ([¢9.59]), plus our interpretation of || Zasa probability density, we can
calculate
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5= [ R (8.3.26)
0

where the angle-brackets denote an expectation value. For instance, it can be demonstrated (after much tedious algebra) that

2,2
ag n

[Bn?4+1-31(1+1)],

(r) = [3n” —1(1+1)),

(=) =T

() =T
r3/  1(1+1/2)(I+1)n3ad "’

According to Equation ([e9.55]), the energy levels of the bound-states of a hydrogen atom only depend on the radial quantum
number 7. It turns out that this is a special property of a 1/ potential. For a general central potential, V(r), the quantized energy
levels of a bound-state depend on both n and [. (See Section 1.3.)

The fact that the energy levels of a hydrogen atom only depend on n, and not on ! and m, implies that the energy spectrum of a
hydrogen atom is highly degenerate: that is, there are many different states which possess the same energy. According to the
inequality ([€9.61]) (and the fact that 7, [, and m are integers), for a given value of [, there are 2 [+ 1 different allowed values of
m (e, —l,—l+1,---,1—1,1). Likewise, for a given value of n, there are n different allowed values of { (i.e., 0,1,---,n—1).
Now, all states possessing the same value of n have the same energy (i.e., they are degenerate). Hence, the total number of
degenerate states corresponding to a given value of n is

143+45+--+2(n—1)+1=n2 (8.3.27)

Thus, the ground-state (n = 1) is not degenerate, the first excited state (n = 2) is four-fold degenerate, the second excited state (
n = 3) is nine-fold degenerate, et cetera (Actually, when we take into account the two spin states of an electron, the degeneracy of
the nth energy level becomes 2 n.2.)

Contributors and Attributions
o Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 8.3: Hydrogen Atom is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.

https://phys.libretexts.org/@go/page/15773



https://libretexts.org/
https://phys.libretexts.org/@go/page/15773?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.03%3A_Hydrogen_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.03%3A_Hydrogen_Atom?no-cache
http://farside.ph.utexas.edu/

LibreTextsw

8.4: Rydberg Formula

An electron in a given stationary state of a hydrogen atom, characterized by the quantum numbers n, [, and m, should, in principle,
remain in that state indefinitely. In practice, if the state is slightly perturbed—for instance, via interaction with a photon—then the
electron can make a transition to another stationary state with different quantum numbers. (See Chapter [s13].)

Suppose that an electron in a hydrogen atom makes a transition from an initial state whose radial quantum number is n; to a final
state whose radial quantum number is ny. According to Equation ([€9.55]), the energy of the electron will change by

AB—E, (% —iz) . 8.4.1)

If AE is negative then we would expect the electron to emit a photon of frequency v = —AE/h. [See Equation ([ee3.15]).]
Likewise, if AFE is positive then the electron must absorb a photon of energy v = AE/h. Given that A ! = v/c, the possible
wavelengths of the photons emitted by a hydrogen atom as its electron makes transitions between different energy levels are

1 11
X:R(ﬁ_ﬁ)’ (8.4.2)

f

where

—E, mee? 71
R= = =1.097x10"m . 8.4.3
he  (4m)delh3c ( )

Here, it is assumed that ny < n;. Note that the emission spectrum of hydrogen is quantized: that is, a hydrogen atom can only emit
photons with certain fixed set of wavelengths. Likewise, a hydrogen atom can only absorb photons that have the same fixed set of
wavelengths. This set of wavelengths constitutes the characteristic emission/absorption spectrum of the hydrogen atom, and can be
observed as “spectral lines” using a spectroscope.

Equation ([€9.77]) is known as the Rydberg formula. Likewise, R is called the Rydberg constant. The Rydberg formula was
actually discovered empirically in the nineteenth century by spectroscopists, and was first explained theoretically by Bohr in 1913
using a primitive version of quantum mechanics . Transitions to the ground-state (ny =1) give rise to spectral lines in the
ultraviolet band—this set of lines is called the Lyman series. Transitions to the first excited state (ny = 2) give rise to spectral lines
in the visible band—this set of lines is called the Balmer series. Transitions to the second excited state (ny = 3) give rise to
spectral lines in the infrared band—this set of lines is called the Paschen series, and so on.
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8.E: Central Potentials (Exercises)

1. A particle of mass m is placed in a finite spherical well:

- f <
V(?")Z{ Yo forrsa (8.E.1)
0 forr>a

with V5 > 0 and a > 0. Find the ground-state by solving the radial equation with [ = 0. Show that there is no ground-state if
Voa?<m?h?/(8m).

2. Consider a particle of mass m in the three-dimensional harmonic oscillator potential V'(r) = (1/2) m w? 2. Solve the
problem by separation of variables in spherical coordinates, and, hence, determine the energy eigenvalues of the system.

3. The normalized wavefunction for the ground-state of a hydrogen-like atom (neutral hydrogen, He™, Li™™, et cetera.) with
nuclear charge Z e has the form

¥ =A exp(—f07), (8.E.2)

where A and 3 are constants, and r is the distance between the nucleus and the electron. Show the following:

1. A2=3%/x.

2. 8=2Z/ag, where ag = (h%?/m.) (47 €9 /e?).

3. The energy is E = —Z ? Ey where Ey = (m./2h?) (e?/4m€)>.

4. The expectation values of the potential and kinetic energies are 2 E and —FE, respectively.

5. The expectation value of 7 is (3/2) (ay/ Z).

6. The most probable value of 7 is ag/ Z.

4. An atom of tritium is in its ground-state. Suddenly the nucleus decays into a helium nucleus, via the emission of a fast electron
that leaves the atom without perturbing the extranuclear electron, Find the probability that the resulting He™ ion will be left in
ann =1, 1 =0 state. Find the probability that it will be left in a n = 2, [ = 0 state. What is the probability that the ion will be
left in an { > 0 state?

5. Calculate the wavelengths of the photons emitted from the n =2, =1 ton =1, [ = 0 transition in hydrogen, deuterium, and
positronium.

6. To conserve linear momentum, an atom emitting a photon must recoil, which means that not all of the energy made available in
the downward jump goes to the photon. Find a hydrogen atom’s recoil energy when it emits a photoninann =2 ton =1
transition. What fraction of the transition energy is the recoil energy?
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CHAPTER OVERVIEW

9: Spin Angular Momentum

Broadly speaking, a classical extended object (e.g., the Earth) can possess two different types of angular momentum. The first type
is due to the rotation of the object’s center of mass about some fixed external point (e.g., the Sun)—this is generally known as
orbital angular momentum. The second type is due to the object’s internal motion—this is generally known as spin angular
momentum (because, for a rigid object, the internal motion consists of spinning about an axis passing through the center of mass).
By analogy, quantum particles can possess both orbital angular momentum due to their motion through space (see Chapter [sorb]),
and spin angular momentum due to their internal motion. Actually, the analogy with classical extended objects is not entirely
accurate, because electrons, for instance, are structureless point particles. In fact, in quantum mechanics, it is best to think of spin
angular momentum as a kind of intrinsic angular momentum possessed by particles. It turns out that each type of elementary
particle has a characteristic spin angular momentum, just as each type has a characteristic charge and mass.

9.1: Spin Operators

9.2: Spin Space

9.3: Eigenstates of Sz and S2
9.4: Pauli Representation
9.5: Spin Precession

9.E: Spin Angular Momentum (Exercises)
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9.1: Spin Operators

Because spin is a type of angular momentum, it is reasonable to suppose that it possesses similar properties to orbital angular
momentum. Thus, by analogy with Section [s8.2], we would expect to be able to define three operators—S,, S,, and S,—that
represent the three Cartesian components of spin angular momentum. Moreover, it is plausible that these operators possess
analogous commutation relations to the three corresponding orbital angular momentum operators, L, Ly, and L,. [See Equations
([e8.6))—([e8.8]).] In other words,

S,,8,] =ihS.,
(S,,8.] =ihS,,
[S.,S,] =ikS,.

We can represent the magnitude squared of the spin angular momentum vector by the operator
§?=82+82+82. (9.1.1)
By analogy with the analysis in Section [s8.2], it is easily demonstrated that
(8%, 8,] =[S%8,] =[5 8.] =0. (9.1.2)

We thus conclude (see Section [smeas]) that we can simultaneously measure the magnitude squared of the spin angular momentum
vector, together with, at most, one Cartesian component. By convention, we shall always choose to measure the z-component, .S,,.

By analogy with Equation ([e8.13]), we can define raising and lowering operators for spin angular momentum:
Sy =8, £i8,. (9.1.3)

If Sz, Sy, and S, are Hermitian operators, as must be the case if they are to represent physical quantities, then S, are the
Hermitian conjugates of one another: that is,

(Se)f =Ss. (9.1.4)
Finally, by analogy with Section [s8.2], it is easily demonstrated that
S, S =8*-82+hS.,
S S, =82-82—-hS,,
[S+,8:] =—hS,,
[S_,S,] =+hRS_.
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9.2: Spin Space

We now have to discuss the wavefunctions upon which the previously introduced spin operators act. Unlike regular wavefunctions,
spin wavefunctions do not exist in real space. Likewise, the spin angular momentum operators cannot be represented as differential
operators in real space. Instead, we need to think of spin wavefunctions as existing in an abstract (complex) vector space. The
different members of this space correspond to the different internal configurations of the particle under investigation. Note that only
the directions of our vectors have any physical significance (just as only the shape of a regular wavefunction has any physical
significance). Thus, if the vector x corresponds to a particular internal state then ¢ x corresponds to the same state, where c is a
complex number. Now, we expect the internal states of our particle to be superposable, because the superposibility of states is one
of the fundamental assumptions of quantum mechanics . It follows that the vectors making up our vector space must also be
superposable. Thus, if x1 and x5 are two vectors corresponding to two different internal states then ¢; x1 4 ¢ X2 is another vector
corresponding to the state obtained by superposing c; times state 1 with c2 times state 2 (where c¢; and c2 are complex numbers).
Finally, the dimensionality of our vector space is simply the number of linearly independent vectors required to span it (i.e., the
number of linearly independent internal states of the particle under investigation).

We now need to define the length of our vectors. We can do this by introducing a second, or dual, vector space whose elements are
in one to one correspondence with the elements of our first space . Let the element of the second space that corresponds to the
element 'y of the first space be called x!. Moreover, the element of the second space that corresponds to ¢ x is ¢* x!. We shall
assume that it is possible to combine y and ' in a multiplicative fashion to generate a real positive-definite number that we shall
interpret as the length, or norm, of . Let us denote this number x! x. Thus, we have

x x>0 (9.2.1)

for all x. We shall also assume that it is possible to combine unlike states in an analogous multiplicative fashion to produce
complex numbers. The product of two unlike states x and X' is denoted ! x’. Two states x and %’ are said to be mutually
orthogonal, or independent, if x' x' =0.

Now, when a general spin operator, A, operates on a general spin-state, ’, it converts it into a different spin-state that we shall
denote A x. The dual of this state is (A x)" = x! At, where Af is the Hermitian conjugate of A (this is the definition of an
Hermitian conjugate in spin space). An eigenstate of A corresponding to the eigenvalue a satisfies

AXa=0aXa- (9.2.2)

As before, if A corresponds to a physical variable then a measurement of A will result in one of its eigenvalues. (See Section
[smeas].) In order to ensure that these eigenvalues are all real, A must be Hermitian: that is, A" = A. (See Section [seig].) We
expect the x, to be mutually orthogonal. We can also normalize them such that they all have unit length. In other words,

X:rl Xa' = 0qa - (9.2.3)

Finally, a general spin state can be written as a superposition of the normalized eigenstates of A: that is,

=3 cuxe. (9.2.4)

A measurement of y will then yield the result a with probability |c,| 2,
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9.3: Eigenstates of Sz and S?

Because the operators S, and S? commute, they must possess simultaneous eigenstates. (See Section .) Let these
eigenstates take the form [see Equations ( ) and ( )IB

S, Xs,ms = Mg th,ms’
52 Xsm, =S(s+1)h 2 Xs,m, -

Now, it is easily demonstrated, from the commutation relations ( ) and ( ), that
Sz (84 xsm,) = (ms +1) B (S4 Xom,), (9.3.1)
and
S, (S= Xsm,) = (ms — 1) B (S Xsm, )- (9.3.2)
Thus, S, and S_ are indeed the raising and lowering operators, respectively, for spin angular momentum. (See Section J)
The eigenstates of S, and .S 2 are assumed to be orthonormal: that is,
Xbm, Xemi, = s S (9-3.3)
Consider the wavefunction x = S X m, - Because we know, from Equation ( ), that xT x > 0, it follows that
(S Xam,)T (84 Xam,) = Xhm, ST 84 Xem, =Xhm, 5= 54 Xam, >0, (9.3.4)
where use has been made of Equation ( ). Equations ( ), ( ), ( ), and ( ) yield
s(s+1) >m, (ms+1). (9.3.5)

Likewise, if x = S_ X, m, then we obtain
s(s+1)>m, (ms—1). (9.3.6)
Assuming that s > 0, the previous two inequalities imply that
—s<mg <s. (9.3.7)

Hence, at fixed s, there is both a maximum and a minimum possible value that m can take.

Let M min be the minimum possible value of m. It follows that (see Section )
S Xsm, e = 0- (9.3.8)
Now, from Equation ( ),
S?=8,5 +S2-hS.. (9.3.9)
Hence,
52 Xomumm = (84 8-+ 52 —HS.) Xsumo > (9.3.10)
giving
$(8+1) =Msmin (Msmin —1)- (9.3.11)

Assuming that myin < 0, this equation yields

Msmin = —S. (9.3.12)
Likewise, it is easily demonstrated that
Msmax = 18- (9.3.13)
Moreover,
S Xs,—s =84+ Xs,s = 0. (9.3.14)
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Now, the raising operator S, acting upon s s, converts it into some multiple of X, _s;1. Employing the raising operator a
second time, we obtain a multiple of x; _,,2. However, this process cannot continue indefinitely, because there is a maximum
possible value of m. Indeed, after acting upon X, _s a sufficient number of times with the raising operator S, , we must obtain a

multiple of ) ,, so that employing the raising operator one more time leads to the null state. [See Equation ( ).] If this is
not the case then we will inevitably obtain eigenstates of S, corresponding to m, > s, which we have already demonstrated is
impossible.

It follows, from the previous argument, that
Mg max — Msmin = 2 5 = K, (9315)

where k is a positive integer. Hence, the quantum number s can either take positive integer or positive half-integer values. Up to
now, our analysis has been very similar to that which we used earlier to investigate orbital angular momentum. (See Section

.) Recall, that for orbital angular momentum the quantum number m, which is analogous to m, is restricted to take integer
values. (See Section .) This implies that the quantum number [, which is analogous to s, is also restricted to take integer values.
However, the origin of these restrictions is the representation of the orbital angular momentum operators as differential operators in
real space. (See Section .) There is no equivalent representation of the corresponding spin angular momentum operators.
Hence, we conclude that there is no reason why the quantum number s cannot take half-integer, as well as integer, values.

In 1940, Wolfgang Pauli proved the so-called spin-statistics theorem using relativistic quantum mechanics . According to this
theorem, all fermions possess half-integer spin (i.e., a half-integer value of s), whereas all bosons possess integer spin (i.e., an
integer value of s). In fact, all presently known fermions, including electrons and protons, possess spin one-half. In other words,
electrons and protons are characterized by s =1/2 and m; = £1/2.
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9.4: Pauli Representation

Let us denote the two independent spin eigenstates of an electron as
X+ = X1/2,%1/2- (9.4.1)
It thus follows, from Equations ([e10.16]) and ([e10.17]), that

1
Sin ::t§ hXia
3
S2Xi = Z h2Xi-

Note that x; corresponds to an electron whose spin angular momentum vector has a positive component along the z-axis. Loosely
speaking, we could say that the spin vector points in the 4z-direction (or its spin is “up”). Likewise, x_ corresponds to an electron
whose spin points in the —z-direction (or whose spin is “down”). These two eigenstates satisfy the orthonormality requirements

o =xlx- =1, (9.4.2)

and

X\ x_ =0. (9.4.3)
A general spin state can be represented as a linear combination of x, and x_: that is,
X=Ct X+ +eCo x—- (9.4.4)
It is thus evident that electron spin space is two-dimensional.

Up to now, we have discussed spin space in rather abstract terms. In the following, we shall describe a particular representation of
electron spin space due to Pauli . This so-called Pauli representation allows us to visualize spin space, and also facilitates
calculations involving spin.

Let us attempt to represent a general spin state as a complex column vector in some two-dimensional space: that is,

Xz(z). (9.4.5)

The corresponding dual vector is represented as a row vector: that is,

x' = (e, er). (9.4.6)

Furthermore, the product ! x is obtained according to the ordinary rules of matrix multiplication: that is,

xtx=(ct,c) (?) =cicytcc = lex | +]e|? >0. (9.4.7)

Likewise, the product x x’ of two different spin states is also obtained from the rules of matrix multiplication: that is,

/

c
x'x = (¢, ) (;) =cic +ctc. (9.4.8)

Note that this particular representation of spin space is in complete accordance with the discussion in Section 1.3. For obvious
reasons, a vector used to represent a spin state is generally known as spinor.

A general spin operator A is represented as a 2 X 2 matrix which operates on a spinor: that is,

Ay, Ap ct
Ax= ( ) ( ) . 9.4.9
Az, A c- ( )

As is easily demonstrated, the Hermitian conjugate of A is represented by the transposed complex conjugate of the matrix used to
represent A: that is,
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A* , A*
Al = ( " 31> . (9.4.10)
A12’ A22

Let us represent the spin eigenstates . and x_ as

Yo = (é) , (9.4.11)

and
X-= (2) (9.4.12)

respectively. Note that these forms automatically satisfy the orthonormality constraints ([e10.35]) and ([e10.36]). It is convenient to
write the spin operators S; (where ¢ =1, 2, 3 corresponds to z, y, 2) as

Here, the ¢; are dimensionless 2 X 2 matrices. According to Equations ([e10.1x])—([e10.2x]), the o; satisfy the commutation
relations
=2io0,,

oy, 0] =2i0,,
[02,0:) =2i0y.
Furthermore, Equation ([e10.34]) yields
O X+ = £X+- (9.4.14)

It is easily demonstrated, from the previous expressions, that the ; are represented by the following matrices:

_(0, 1)
Op = y
1, 0
PR P
= \o, -1/’

Incidentally, these matrices are generally known as the Pauli matrices.

Finally, a general spinor takes the form

X=cCyXt++e_x- = (?) . (9.4.15)

If the spinor is properly normalized then
T x=ley|* +le |?=1. (9.4.16)

In this case, we can interpret |c | ? as the probability that an observation of S, will yield the result +hk/2, and |c_| ? as the
probability that an observation of S, will yield the result —h/2.
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9.5: Spin Precession

According to classical physics, a small current loop possesses a magnetic moment of magnitude p = I A, where I is the current
circulating around the loop, and A the area of the loop. The direction of the magnetic moment is conventionally taken to be normal
to the plane of the loop, in the sense given by a standard right-hand circulation rule. Consider a small current loop consisting of an
electron in uniform circular motion. It is easily demonstrated that the electron’s orbital angular momentum L is related to the
magnetic moment p of the loop via

e

=—L 9.5.1
H 2m, ( )

where e is the magnitude of the electron charge, and m, the electron mass.

The previous expression suggests that there may be a similar relationship between magnetic moment and spin angular momentum.
We can write

ge
2m,

p=— S, (9.5.2)

where g is called the gyromagnetic ratio. Classically, we would expect g = 1. In fact,
g=2 (1+2i+-.-) —2.0023192, (9.5.3)
s

here @ =e?/(2 € h ) ~ 1/137 is the so-called fine-structure constant. The fact that the gyromagnetic ratio is (almost) twice that
expected from classical physics is only explicable using relativistic quantum mechanics . Furthermore, the small corrections to the
relativistic result g = 2 come from quantum field theory .

The energy of a classical magnetic moment 4 in a uniform magnetic field B is
H=—u-B. (9.5.4)

Assuming that the previous expression also holds good in quantum mechanics, the Hamiltonian of an electron in a z-directed
magnetic field of magnitude B takes the form

H=1S,, (9.5.5)
where
geB
2= . 5.
. (9.5.6)

Here, for the sake of simplicity, we are neglecting the electron’s translational degrees of freedom.
Schrodinger’s equation can be written [see Equation ([etimed])]
Ox
ih— =H, 9.5.7
pm X (9.5.7)
where the spin state of the electron is characterized by the spinor x. Adopting the Pauli representation, we obtain
ci(t)
= , 9.5.8
= (0 (9.5.5)

where |¢; |%+|c_|? =1 . Here, |c,|? is the probability of observing the spin-up state, and |c_|? the probability of observing the
spin-down state. It follows from Equations ([e10.46]), ([e10.53]), ([e10.60]), (Ie10.62]), and ([e10.63]) that

()70 @), 659

where * =d/dt. Hence,

Q

https://phys.libretexts.org/@go/page/15782



https://libretexts.org/
https://phys.libretexts.org/@go/page/15782?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.05%3A_Spin_Precession

LibreTextsw

Let
c;(0) = cos(a/2),
c_(0) =sin(a/2).

The significance of the angle o will become apparent presently. Solving Equation ([e10.65]), subject to the initial conditions
(le10.66]) and ([e10.67]), we obtain

¢ (t) = cos(a/2) exp(—i2t/2),
c_(t) =sin(a/2) exp(+i 2t/2).

We can most easily visualize the effect of the time dependence in the previous expressions for c4 by calculating the expectation
values of the three Cartesian components of the electron’s spin angular momentum. By analogy with Equation ([e3.55]), the
expectation value of a general spin operator A is simply

(4)=x"Ax. (9.5.11)

Hence, the expectation value of S, is

<Sz>=g(ci,ci) ((1) _01> (Z*) (9.5.12)

which reduces to

h
(S,) = 5 cosa (9.5.13)
with the help of Equations ([e10.68]) and ([e10.69]). Likewise, the expectation value of .S, is
h " 0, 1 Ct
<Sw>:§(cj—7c—) (1’ 0) (C_) ) (9514)
which reduces to
k.
(Sz) = 5 sina cos(2t). (9.5.15)
Finally, the expectation value of S, is
h
(Sy) = 3 sina sin(£2t). (9.5.16)

According to Equations ([e10.72]), ([e10.74]), and ([e10.75]), the expectation value of the spin angular momentum vector subtends
a constant angle o with the z-axis, and precesses about this axis at the frequency

n~8 (9.5.17)

me

This behavior is actually equivalent to that predicted by classical physics. Note, however, that a measurement of S, Sy, or S, will
always yield either +%/2 or —F/2. It is the relative probabilities of obtaining these two results that varies as the expectation value
of a given component of the spin varies.
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9.E: Spin Angular Momentum (Exercises)

1. Find the Pauli representations of S, Sy, and S, for a spin-1 particle.

2. Find the Pauli representations of the normalized eigenstates of S, and S, for a spin-1,/2 particle.

3. Suppose that a spin-1/2 particle has a spin vector that lies in the z-z plane, making an angle 6 with the z-axis. Demonstrate that
a measurement of S, yields /2 with probability cos?(#/2), and —k/2 with probability sin?(8/2).

4. An electron is in the spin-state
x=A (1_221) (9.E.1)

in the Pauli representation. Determine the constant A by normalizing x. If a measurement of S, is made, what values will be
obtained, and with what probabilities? What is the expectation value of S, ? Repeat the previous calculations for S; and S,,.
5. Consider a spin-1/2 system represented by the normalized spinor

cosa
= 9.E.2
X (sina exp(iﬂ)) ( )
in the Pauli representation, where « and £ are real. What is the probability that a measurement of .S, yields —f/2?
6. An electron is at rest in an oscillating magnetic field

B = By cos(wt) e, (9.E.3)

where By and w are real positive constants.
1. Find the Hamiltonian of the system.
2. If the electron starts in the spin-up state with respect to the z-axis, determine the spinor x(¢) which represents the state of
the system in the Pauli representation at all subsequent times.
3. Find the probability that a measurement of .S, yields the result —f/2 as a function of time.
4. What is the minimum value of By required to force a complete flip in S, ?
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CHAPTER OVERVIEW

10: Addition of Angular Momentum

Consider an electron in a hydrogen atom. As we have already seen, the electron’s motion through space is parameterized by the
three quantum numbers 7, I, and m. (See Section [s10.4].) To these we must now add the two quantum numbers s and m; that
parameterize the electron’s internal motion. (See the previous chapter.) Now, the quantum numbers [ and m specify the electron’s
orbital angular momentum vector, L, (as much as it can be specified) whereas the quantum numbers s and m; specify its spin
angular momentum vector, S. But, if the electron possesses both orbital and spin angular momentum then what is its total angular
momentum?

10.1: General Principles of Angular Momentum
10.2: Angular Momentum in Hydrogen Atom
10.3: Two Spin One-Half Particles

10.E: Addition of Angular Momentum (Exercises)
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10.1: General Principles of Angular Momentum

The three fundamental orbital angular momentum operators, L, Ly, and L., obey the commutation relations ([e8.6])—([e8.8]),
which can be written in the convenient vector form:

LxL=ikL. (10.1.1)

Likewise, the three funcdamental spin angular momentum operators, S, Sy, and S, obey the commutation relations ([e10.1x])—
(le10.2x]), which can also be written in vector form: that is,

S xS =ikS. (10.1.2)

Because the orbital angular momentum operators are associated with the electron’s motion through space, whereas the spin angular
momentum operators are associated with its internal motion, and these two types of motion are completely unrelated (i.e., they
correspond to different degrees of freedom—see Section [sfuncon]), it is reasonable to suppose that the two sets of operators
commute with one another: that is,

[Li, Sj] =0, (10.1.3)
where 7, j =1, 2, 3 corresponds to z, y, 2, respectively.
Let us now consider the electron’s total angular momentum vector
J=L+S. (10.1.4)
We have
IxJ =(L+S)x(L+8)

=LxL+SxS+LxS+SXxL=LxL+Sx8S
=ihAL+ihS =ihlJ.

In other words,
JxJ=ihlJ. (10.1.5)

It is thus evident that the three funcdamental total angular momentum operators, J,, Jy, and J,, obey analogous commutation
relations to the corresponding orbital and spin angular momentum operators. It therefore follows that the total angular momentum
has similar properties to the orbital and spin angular momenta. For instance, it is only possible to simultaneously measure the
magnitude squared of the total angular momentum vector,

JEP=J2+ T2+ J2, (10.1.6)

together with a single Cartesian component. By convention, we shall always choose to measure J,. A simultaneous eigenstate of
J, and J ? satisfies

I jm; =M Rjm,,
I 2 Yjm =5 (G+1) R ),

where the quantum number j can take positive integer, or half-integer, values, and the quantum number m; is restricted to the
following range of values:

—Jy—=3+1,---, =17 (10.1.7)
Now,
J?=(L+8)-(L+8S)=L*+8%+2L-S, (10.1.8)
which can also be written as
JP=L*+8*+2L,S.+L,. S +L_8,. (10.1.9)

We know that the operator L? commutes with itself, with all of the Cartesian components of L (and, hence, with the raising and
lowering operators L ), and with all of the spin angular momentum operators. (See Section [s8.2].) It is therefore clear that
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A similar argument allows us to also conclude that

[J2 L* =0. (10.1.10)

[J2,82% =0. (10.1.11)

Now, the operator L, commutes with itself, with L?, with all of the spin angular momentum operators, but not with the raising and
lowering operators L. (See Section [s8.2].) It follows that

[J2,L,] #0. (10.1.12)
Likewise, we can also show that

[J2,8,] #0. (10.1.13)
Finally, we have

J.=L,+85,, (10.1.14)

where [J,, L,] =[J,, S.] =0.

Recalling that only commuting operators correspond to physical quantities that can be simultaneously measured (see Section
[smeas]), it follows, from the previous discussion, that there are two alternative sets of physical variables associated with angular
momentum that we can measure simultaneously. The first set correspond to the operators I2,582% L,,S,, and J,. The second set
correspond to the operators L2, S 2, J 2, and J,. In other words, we can always measure the magnitude squared of the orbital and
spin angular momentum vectors, together with the z-component of the total angular momentum vector. In addition, we can either
choose to measure the z-components of the orbital and spin angular momentum vectors, or the magnitude squared of the total
angular momentum vector.

Let ¢l(,ls);m,ms represent a simultaneous eigenstate of L?, S 2, L, and S, corresponding to the following eigenvalues:
L, =LA+ DR
SE o =s(s+ RN
Lt i, =AY
S, =M B

It is easily seen that
1 1 1
JZ wl(,s);m,ms = (LZ + SZ) Ip;,s);m,ms = (m +m5) hz/)l(,s);m,ms
1
=m; hwl(,s);m,ms'
Hence,
m; =m+m;,. (10.1.15)

In other words, the quantum numbers controlling the z-components of the various angular momentum vectors can simply be added
algebraically.

. 2 . . . . .
mally, 1e . represent a simultaneous eigenstate o B , , dll - corresponding to the rolilowing eigenvalues:
Finally, let 45{°) = represent It genstate of L2, S 2, J 2, and J, ponding to the following eigenval

Ly =L+ )R,

S Yy =5 (s R Y s

TE sy =G DR
J: /l/)l(i‘);j,mj =m; m/)l(?s);j,mj‘
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10.2: Angular Momentum in Hydrogen Atom

In a hydrogen atom, the wavefunction of an electron in a simultaneous eigenstate of L? and L, has an angular dependence
specified by the spherical harmonic Y; (6, ¢). (See Section [sharm|.) If the electron is also in an eigenstate of S % and S, then the
quantum numbers s and m; take the values 1/2 and +1/2, respectively, and the internal state of the electron is specified by the
spinors . . (See Section [spauli].) Hence, the simultaneous eigenstates of L2, S 2, L., and S, can be written in the separable form

(1) _
1/)l,1/2;m,:t1/2_1/l7mxi‘ (10.2.1)

Here, it is understood that orbital angular momentum operators act on the spherical harmonic functions, Y7 ,,, whereas spin angular
momentum operators act on the spinors, X .

Because the eigenstates ¢l(11)/2,m 419 are (presumably) orthonormal, and form a complete set, we can express the eigenstates

2 . . .
1/)( ) . as linear combinations of them. For instance,
1,1/2;5,m;

(2) — oV (1)
¢l,1/2;j,m+1/2_ @ ¢ly1/2;m,1/2+ﬂ q’bl,l/2;m+1,—1/2’ (10.2.2)

where v and S are, as yet, unknown coefficients. Note that the number of (1) states that can appear on the right-hand side of the
previous expression is limited to two by the constraint that m; = m +m; [see Equation ([e11.23])], and the fact that m can only
take the values +1/2. Assuming that the 1/1(2) eigenstates are properly normalized, we have

a’+pr=1. (10.2.3)
Now, it follows from Equation ([e11.26]) that
2 ,,(2) — (i 2 ,,(2)
J 1/’1,1/2;]',m+1/2 =Jj(+1)h ¢l,1/2;j,m+1/2’ (10.2.4)
where [see Equation ([e11.12])]
J =L?+8%42L,S8,+L.S_+L_S,. (10.2.5)

Moreover, according to Equations ([e11.28]) and ([e11.29]), we can write

1’bl(,21)/2;j,m+1/2 =aYmXx+ +BYim x-. (10.2.6)
Recall, from Equations ([eraise]) and ([elow]), that
L. Y =[1(1+1) =m (m+1)]* AY i,
L Y =[10+1)—mm—-1)]"2RY, .
By analogy, when the spin raising and lowering operators, S, act on a general spinor, X, , we obtain
S+ Xsm, =18 (s+1) =my (my+1)]V> Axgm, 1,
S Xem, =Is(s+1)—my (my—1)]"? Bxom, 1.
For the special case of spin one-half spinors (i.e., s =1/2, m; = +1/2), the previous expressions reduce to
S.x.=5_x_=0, (10.2.7)
and
Sy x5 =hxz. (10.2.8)
It follows from Equations ([e11.32]) and ([e11.34])—([e11.39]) that
I Yimxs: =[11A+1)+3/4+mh2Yinxs
+(+1) =m (m+ 12 R Vi1 -,

and
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T Yimax- =[00+1)+3/4—-m—1]h* Y m x-
U+ —mm A+ D)2 B2 Y X
Hence, Equations (|e11.31]) and ([e11.33]) yield
(x—m)a—[I(I+1)—m(m+1)]28 =0,
—[1l+1)—mm+1)])"2a+(x+m+1)8 =0,
where
z=35(+1)-1(1+1)-3/4. (10.2.9)
Equations ([e11.42]) and ([e11.43]) can be solved to give
z(x+1)=1(1+1), (10.2.10)

and

%: [(l_m)gjzﬂ)w . (10.2.11)

It follows that z = or & = —I — 1, which corresponds to j =1+41/2 or j=1—1/2, respectively. Once z is specified, Equations
(fe11.30]) and ([e11.45]) can be solved for « and /3. We obtain

1/2 1/2
(2) _ l+m+1 (1) l—m 1)
’¢l+1/2,m+1/2 B ( 21+1 "’bm,1/2+ 21+1 ¢m+1,_1/2, (10212)
and
1/2 1/2
(2) _(l-m (1) I+m+1 (1)
¢l—1/2,m+1/2 - ( 201+1 ) wm,l/z - ( 20+1 ¢m+1,—1/2' (10.2.13)

Here, we have neglected the common subscripts I, 1/2 for the sake of clarity: that is, ¢§i)1 Jami1)2 = et cetera.

¢(2)
1,1/2;141/2,m+1/2’
The previous equations can easily be inverted to give the 1)(!) eigenstates in terms of the )(?) eigenstates:

© _ (IEm+1\"7 1-m \'"? @
1’bm,1/2 - 21+1 ¢l+1/2,m+1/2+ 21+1 ¢l—1/2,m+1/2’

(1) _(1=m )\ Lem4+1)" )
¢m+1,71/2 “\ 2041 ¢l+1/2,m+1/2_ 21+1 wl71/2,m+1/2'

The information contained in Equations ([e11.47])—([e11.50]) is neatly summarized in Table [t2]. For instance, Equation ([e11.47])
is obtained by reading the first row of this table, whereas Equation ([e11.50]) is obtained by reading the second column. The
coefficients in this type of table are generally known as Clebsch-Gordon coefficients .

Clebsch-Gordon coefficients for adding spin one-half to spin .

m,1/2 m+1,-1/2 m, ms
[0.5ex]1+1/2,m+1/2 (I+m+1)/(21+1) (I-m)/(21+1)
[0.5ex]1—1/2,m+1/2 (1-m)/(21+1) —/(+m+1)/21+1)

[0.5ex] 7, m;

As an example, let us consider the [ =1 states of a hydrogen atom. The eigenstates of L?, S2, L, and S, are denoted 1/15,%,),,15.

(1)
1,41/2°

1/)(()2[1 /2 and 1/1(_11) 11/2° The eigenstates of L?,582 J2 and J,, are denoted 1/)527)"] Because [ =1 and s =1/2 can be combined

Because m can take the values —1, 0, 1, whereas m can take the values £1/2, there are clearly six such states: that is, 9

together to form either j=3/2 or j=1/2 (see previously), there are also six such states: that is, ¢§2/)2 13/ 1/)92 L1/ and

¢§2/)27 112 According to Table [t2], the various different eigenstates are interrelated as follows:
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(2) _ (1)
1’b3/2,:t3/2 - ¢:t1,:t1/2’

R R Y E XY
Y E T R RV
¢§2/)2,—1/2 = \/gw(—ll),lﬂ - \/g’ﬁfﬁ)_l/z’
¢§;2/)2,—1/2 = \/gw(—11)4/2+ \/g@bg)—l/z’

(1) _ (2
+1,41/2 ¢3/2,i3/2’

¢§)_1/2 = \/%%%,1/2_ \/gwgz/)z,l/m
1/)(()2/2 = \/%1/’&2/)2,1/2"‘ \/%@/’?/)2,1/2’

Y R XA
1/’91),1/2 = \/%%%,1/2"’ \/%1/’9/)2,1/2»

Thus, if we know that an electron in a hydrogen atom is in an [ =1 state characterized by m =0 and ms; = 1/2 [i.e., the state
represented by 1/)812 /2] then, according to Equation ([e11.57]), a measurement of the total angular momentum will yield j = 3/2,

m; = 1/2 with probability 2/3, and j=1/2, m; = 1/2 with probability 1/3. Suppose that we make such a measurement, and
obtain the result j=3/2, m; =1 /2. As a result of the measurement, the electron is thrown into the corresponding eigenstate,

It thus follows from Equation ([e11.52]) that a subsequent measurement of L, and S, will yield m =0, m; =1/2 with

and

<

¢(2)
3/2,1/2°
probability 2/3, and m =1, m,; = —1/2 with probability 1/3.

Clebsch-Gordon coefficients for adding spin one-half to spin one. Only non-zero coefficients are shown.
-1,-1/2 -1,1/2 0,-1/2 0,1/2 1,-1/2 1,1/2 m, mg
[0.5ex]
3/2,-3/2

[0.5ex] — _
3/2, -1/ \/1/3 \/2/3

[0.5ex] — _
12, -1/2 \/2/3 —\/1/3

[0.5ex] — i
3/2,1/2 V23 V173

[0.5ex] _ _
1/2,1/2 Vi V2

[0.5ex] 1
3/2,3/2

J, M

The information contained in Equations ([ecgs|)—([ecge]) is neatly summed up in Table [t3]. Note that each row and column of this
table has unit norm, and also that the different rows and different columns are mutually orthogonal. Of course, this is because the
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(1) and () eigenstates are orthonormal.
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10.3: Two Spin One-Half Particles

Consider a system consisting of two spin one-half particles. Suppose that the system does not possess any orbital angular
momentum. Let S; and Ss be the spin angular momentum operators of the first and second particles, respectively, and let

S=S,+8S, (10.3.1)

be the total spin angular momentum operator. By analogy with the previous analysis, we conclude that it is possible to
simultaneously measure either S, S.2, S2, and S., or S?2, 5.2, Si., Sa., and S.. Let the quantum numbers associated with

measurements of 5’12, Sz, 5’22, Ss., 82, and S, be sy, my,, s, ms,, s, and my, respectively. In other words, if the spinor

1 L .
Xgl?smwmw is a simultaneous eigenstate of S2, S;%, S, and S,., then

2.,,(1) _ 2.,(1)
Sl X31a52§mslamsz =8 (51 +1)h X31a32§mslvmsz7

S2 X5 sm,, may, = 82 (82 + 1) B2 X, m

(1) _ (1)

S Xs1,82ims; ,msy — Msy thmSz;msl,msza

(1) _ (1)
Sa. X31a52§m517m52 =M, hX81732§m317m32’

599

(1) _
S, Xs1,823m) ,msy = Mg th1,52;msl,msz-

Likewise, if the spinor ng}sz; s,m, 1S a simultaneous eigenstate of 5'12, S22, S?2, and S, then

2 2

512 Xgl,)sz;s,ms =31 (51 + 1) h ? X‘(qla)SZ;s!ms’

S22 _ DNE2P

2 Xapsasm, = 82 (82 1) B % Xsi syi5.m,

2 2

S Xissssim, = 8 (54 1) A2 X Do,

Sz Xgi)sz;s,ms =my hxg?,)sz;s,ms'

Of course, because both particles have spin one-half, s; = sy =1/2, and sy, s2, = =1/2. Furthermore, by analogy with previous
analysis,

ms =mg, +ms,. (10.3.2)

Now, we saw, in the previous section, that when spin [ is added to spin one-half then the possible values of the total angular
momentum quantum number are j =1 =+1/2 . By analogy, when spin one-half is added to spin one-half then the possible values of
the total spin quantum number are s =1/2 +1/2. In other words, when two spin one-half particles are combined, we either obtain
a state with overall spin s =1, or a state with overall spin s =0. To be more exact, there are three possible s =1 states
(corresponding to ms = —1, 0, 1), and one possible s =0 state (corresponding to m, = 0). The three s =1 states are generally
known as the triplet states, whereas the s = 0 state is known as the singlet state.

Clebsch-Gordon coefficients for adding spin one-half to spin one-half. Only non-zero coefficients are shown.

-1/2,-1/2 —1/2,1/2 1/2,-1/2 1/2,1/2 Mg, M,
[0.5ex] 1, —1 1
[0.5ex] 1,0 1/4/2 1/v/2
[0.5ex] 0, 0 1/v/2 —~1/v/2
[0.5ex] 1,1 1

8, Mg

The Clebsch-Gordon coefficients for adding spin one-half to spin one-half can easily be inferred from Table [t2] (with [ =1/2),
and are listed in Table [t4]. It follows from this table that the three triplet states are:
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(2 _ . M
X1,-1 =X 1/2, 1.2
@__1/m (1)
X1,0 = NG (X—1/2,1/2+X1/2,—1/2) ’

(2 _ (1)
X1,1 = Xy/2,1/2

2) . 2 o . . .
where Xﬁ,,)ns is shorthand for X§1?52;3,ms, et cetera. Likewise, the singlet state is written:

@_1 /o (1)
Xo,0 = E(X71/2’1/2_X1/2’71/2) :
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10.E: Addition of Angular Momentum (Exercises)

1. An electron in a hydrogen atom occupies the combined spin and position state

Ry 1(r) {\/1731’1,0(9, ?) x+ + \/2731/1,1(9, o) Xf] . (10.E.1)

1. What values would a measurement of L? yield, and with what probabilities?

2. Same for L,.

3. Same for S 2.

4. Same for S,.

5. Same for J 2.

6. Same for J,.

7. What is the probability density for finding the electron at r, 8, ¢?

8. What is the probability density for finding the electron in the spin up state (with respect to the z-axis) at radius r?

2. In a low energy neutron-proton system (with zero orbital angular momentum), the potential energy is given by

(01-1)(02-1)

V() = Vi) +Va(r) [3-20

—o01-02| +V3(r) o1 - 09, (10.E.2)

where o7 denotes the vector of the Pauli matrices of the neutron, and o5 denotes the vector of the Pauli matrices of the proton.
Calculate the potential energy for the neutron-proton system:

1. In the spin singlet state.
2. In the spin triplet state.

3. Consider two electrons in a spin singlet state.

1. If a measurement of the spin of one of the electrons shows that it is in the state with .S, = k/2, what is the probability that a
measurement of the z-component of the spin of the other electron yields S, = h/2?

2. If a measurement of the spin of one of the electrons shows that it is in the state with S, = f/2, what is the probability that a
measurement of the z-component of the spin of the other electron yields S, = —h/27?

Finally, if electron 1 is in a spin state described by cosa; X +sina; e'# x_, and electron 2 is in a spin state described by
cosas X+ +sinas ez y_ , what is the probability that the two-electron spin state is a triplet state?
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CHAPTER OVERVIEW

11: Time-Independent Perturbation Theory

Consider the following very commonly occurring problem. The Hamiltonian of a quantum mechanical system is written
H=H,+H;. (11.1)

Here, H is a simple Hamiltonian whose eigenvalues and eigenstates are known exactly. H; introduces some interesting additional
physics into the problem, but is sufficiently complicated that when we add it to Hy we can no longer find the exact energy
eigenvalues and eigenstates. However, H; can, in some sense (which we shall specify more precisely later on), be regarded as
small compared to Hy. Can we find approximate eigenvalues and eigenstates of the modified Hamiltonian, Hy + H;, by
performing some sort of perturbation expansion about the eigenvalues and eigenstates of the original Hamiltonian, Hy? Let us
investigate.

Incidentally, in this chapter, we shall only discuss so-called time-independent perturbation theory, in which the modification to the
Hamiltonian, H;, has no explicit dependence on time. It is also assumed that the unperturbed Hamiltonian, Hj, is time
independent.

11.1: Exercises

11.2: Tmproved Notation

11.3: Two-State System

11.4: Non-Degenerate Perturbation Theory

11.5: Quadratic Stark Effect

11.6: Degenerate Perturbation Theory

11.7: Linear Stark Effect

11.8: Fine Structure of Hydrogen

11.9: Zeeman Effect

11.10: Hyperfine Structure
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11.1: Exercises

1. Consider the two-state system investigated in Section 1.3. Show that the most general expressions for the perturbed energy
eigenvalues and eigenstates are

le12]® 3
[ A— -
El =B +en+ B F, +0(e”),
E! =FE, +e22——|812|2 +0(e?)
2 E,—Es ’

and

e*
A 12 2
¢1 =1+ E,—E, ¢2+0(€ )7
;o €12 2
Yy =1 &, Y1 +0(€”),
respectively. Here, € = |e12|/(E1 — E2) < 1 . You may assume that |e11|/(E1 — Ea), |ez|/(E1 — E3) ~ O(e) .

2. Consider the two-state system investigated in Section 1.3. Show that if the unperturbed energy eigenstates are also eigenstates
of the perturbing Hamiltonian then

E| = Ey +en,
E} = E5 + e,
and
P =
Py =12
to all orders in the perturbation expansion.

3. Consider the two-state system investigated in Section 1.3. Show that if the unperturbed energy eigenstates are degenerate, so
that £y = Ey = E45 , then the most general expressions for the perturbed energy eigenvalues and eigenstates are

E* =Ejy+€*, (11.1.1)
and
P = (L|9*) o1 + (2147 9o, (11.1.2)
respectively, where
1 1 1/2
et = 5(611 +€22):|:§ [(611—622)2+4|€12|2} , (11.1.3)

and

g:;ﬁ;; - (eneii ) T (%) : (11.1.4)

Demonstrate that the 1" are the simultaneous eigenstates of the unperturbed Hamiltonian, Hy, and the perturbed Hamiltonian,
H;, and that the e* are the corresponding eigenvalues of Hj.
4. Calculate the lowest-order energy-shift in the ground state of the one-dimensional harmonic oscillator when the perturbation

V=Azl (11.1.5)
is added to
2
_pi 1 2,.2
H—2m+2mw z”. (11.1.6)

11.1.1 https://phys.libretexts.org/@go/page/15944


https://libretexts.org/
https://phys.libretexts.org/@go/page/15944?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.01%3A_Exercises

LibreTextsm

Contributors and Attributions

e Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 11.1: Exercises is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.

11.1.2 https://phys.libretexts.org/@go/page/15944


https://libretexts.org/
https://phys.libretexts.org/@go/page/15944?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.01%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.01%3A_Exercises?no-cache
http://farside.ph.utexas.edu/

LibreTextsw

11.2: Improved Notation

Before commencing our investigation, it is helpful to introduce some improved notation. Let the 1; be a complete set of eigenstates
of the Hamiltonian, H, corresponding to the eigenvalues E;: that is,

H; = E; ;. (11.2.1)

Now, we expect the 1); to be orthonormal. (See Section [seig].) In one dimension, this implies that

/mwzf ¥jdx = 6;;. (11.2.2)

In three dimensions (see Chapter [sthree]), the previous expression generalizes to

[ ] ] wwaa-s, (11.2.3)

Finally, if the v; are spinors (see Chapter [sspin]) then we have

¥l b = b (11.2.4)

The generalization to the case where 1 is a product of a regular wavefunction and a spinor is fairly obvious. We can represent all of
the previous possibilities by writing

(Yile) = (il7) = 6y (11.2.5)

Here, the term in angle brackets represents the integrals appearing in Equations ([e12.1]) and ([e12.2]) in one- and three-
dimensional regular space, respectively, and the spinor product appearing in Equation ([e12.3]) in spin-space. The advantage of our
new notation is its great generality: that is, it can deal with one-dimensional wavefunctions, three-dimensional wavefunctions,
spinors, et cetera.

Expanding a general wavefunction, 1,, in terms of the energy eigenstates, 1;, we obtain

Yo=Y cithi. (11.2.6)
i
In one dimension, the expansion coefficients take the form (see Section [seig])
o0
i :/ W¥; g d, (11.2.7)
whereas in three dimensions we get
Ci =/ / / P} Yo dz dy dz. (11.2.8)
—00 —00 —00
Finally, if 4 is a spinor then we have
ci =Pl o (11.2.9)
We can represent all of the previous possibilities by writing
¢ = (Wiltha) = (ila). (11.2.10)

The expansion ([e12.7]) thus becomes

Yo =D (Wilva) i =) (ila) ¥ (11.2.11)

7 3
Incidentally, it follows that
(tla)” = (ald). (11.2.12)

Finally, if A is a general operator, and the wavefunction 1, is expanded in the manner shown in Equation ([e12.7]), then the
expectation value of A is written (see Section [seig])
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(A) = ctcj Ay (11.2.13)
i
Here, the A;; are unsurprisingly known as the matrix elements of A. In one dimension, the matrix elements take the form
—00
whereas in three dimensions we get
oo oo oo
Al‘j:/ / / w;‘Al/)]dxdydz (11215)
Finally, if 1) is a spinor then we have
Ay = Ay, (11.2.16)
We can represent all of the previous possibilities by writing
Aij = (il Al;) = (i Al3). (11.2.17)
The expansion (|e12.14]) thus becomes
(4) = (aAla) = (ali)(i| 4] 5)(jla). (11.2.18)
i,J

Incidentally, it follows that [see Equation ([e5.48])]
(il Al5)* = (4 AT]3). (11.2.19)

Finally, it is clear from Equation ([e12.20a]) that
> iyl =1, (11.2.20)
i
where the 1); are a complete set of eigenstates, and 1 is the identity operator.
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11.3: Two-State System

Consider the simplest possible non-trivial quantum mechanical system. In such a system, there are only two independent
eigenstates of the unperturbed Hamiltonian: that is,

Hy 1 = E1 4,
Hy vy = Ey 1s.

It is assumed that these states, and their associated eigenvalues, are known. We also expect the states to be orthonormal, and to
form a complete set.

Let us now try to solve the modified energy eigenvalue problem
(Ho+Hi)Yp = E¢p. (11.3.1)

We can, in fact, solve this problem exactly. Because the eigenstates of Hy form a complete set, we can write [see Equation
(le12.13a])]

Vg = (1|E) 1 + (2|E) ¢s. (11.3.2)
It follows from Equation ([e12.23]) that
(t{|Ho+ H1|E) = E (i|E), (11.3.3)
where ¢ =1 or 2. Equations ([e12.21]), ([e12.22]), ([e12.24]), ([e12.25]), and the orthonormality condition
(i]7) = 04, (11.3.4)

yield two coupled equations that can be written in matrix form:
El—E+611, e12 <1|E> B (0)
€l9s Ey —E+ej (2|E) ~\o/’

enn = (1[Hy[1),
ez = (2|H1|2),
€12 = <1|H1|2> = <2|H1‘1>*

where

Here, use has been made of the fact that H; is an Hermitian operator.

Consider the special (but not uncommon) case of a perturbing Hamiltonian whose diagonal matrix elements are zero, so that
€11 2622:0. (1135)

The solution of Equation ([e12.27]) (obtained by setting the determinant of the matrix to zero) is

(Er +E2)ﬂ:\/(E1 —E5)?+4 ey ?

E= 11.3.
> (11.3.6)
Let us expand in the supposedly small parameter
_ e (11.3.7)
|Ey — B
We obtain
1 1 9
EZE(El +E2):|:§(E1—E2)(1+26 +) (11.3.8)

The previous expression yields the modification of the energy eigenvalues due to the perturbing Hamiltonian:
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E —E, + ﬂ e
1 — &1 El — E2 )
B omo el
2" E B, '
Note that H; causes the upper eigenvalue to rise, and the lower to fall. It is easily demonstrated that the modified eigenstates take
the form
o, :¢1+e—ﬁ¢2+...
1 E, —E, ’
r 612 .
"/’2 —"/}2 El—Ez "/71"'

Thus, the modified energy eigenstates consist of one of the unperturbed eigenstates, plus a slight admixture of the other. Now, our
expansion procedure is only valid when e < 1. This suggests that the condition for the validity of the perturbation method as a
whole is

|612| <<|E1—E2|. (1139)

In other words, when we say that H; needs to be small compared to Hj, what we are really saying is that the previous inequality
must be satisfied.
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11.4: Non-Degenerate Perturbation Theory

Let us now generalize our perturbation analysis to deal with systems possessing more than two energy eigenstates. Consider a
system in which the energy eigenstates of the unperturbed Hamiltonian, Hy, are denoted

Hy vy = Ep, ¢n, (11.4.1)
where n runs from 1 to IN. The eigenstates are assumed to be orthonormal, so that
(m|n) = dnm, (11.4.2)
and to form a complete set. Let us now try to solve the energy eigenvalue problem for the perturbed Hamiltonian:
(Ho+H,)vg = Ev¢g. (11.4.3)
It follows that
(m|Hy + H,|E) = E (m|E), (11.4.4)
where m can take any value from 1 to IN. Now, we can express 1 as a linear superposition of the unperturbed energy eigenstates:
«/)E:;%lek, (11.4.5)

where k runs from 1 to N. We can combine the previous equations to give

(Em —E+emm) (m|E)+ Y en (k| E) =0, (11.4.6)
k#m
where
emk = (m|Hi|k). (11.4.7)
Let us now develop our perturbation expansion. We assume that
em
7 —k_Ek ~O(e) (11.4.8)
for all m # k, where € < 1 is our expansion parameter. We also assume that
e
EL: ~ O(e) (11.4.9)
for all m. Let us search for a modified version of the nth unperturbed energy eigenstate for which
E=E,+0(e), (11.4.10)
and
(n|E) =1,
(m|E) = O(e)

for m # n. Suppose that we write out Equation ([e12.45]) for m # n, neglecting terms that are O(e2) according to our expansion
scheme. We find that

(Bm — Ep) (m|E) + ey ~0, (11.4.11)
giving
emn
E)yr ——m. 11.4.12
L — (11.4.12)

Substituting the previous expression into Equation (|¢12.45]), evaluated for m = n, and neglecting O (e %) terms, we obtain

2
(En—EJrem)—ZM ~0. (11.4.13)
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Thus, the modified nth energy eigenstate possesses an eigenvalue

2
e
EA:En+enn+Z%+0(e3) (11.4.14)
k£n n — Lk
and a wavefunction
/ Ckn 2
n = Pn + — .+ 0 . 11.4.15
Vh=yut ) F—p bt O ( )

k#n

Incidentally, it is easily demonstrated that the modified eigenstates remain orthonormal to O (e ?).
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11.5: Quadratic Stark Effect

Suppose that a hydrogen atom is subject to a uniform external electric field, of magnitude |E|, directed along the z-axis. The
Hamiltonian of the system can be split into two parts. Namely, the unperturbed Hamiltonian,

p2 e?

2m, 4dmer’

Hy = (11.5.1)

and the perturbing Hamiltonian
Hy=¢|E|z. (11.5.2)

Note that the electron spin is irrelevant to this problem (because the spin operators all commute with H;), so we can ignore the spin
degrees of freedom of the system. Hence, the energy eigenstates of the unperturbed Hamiltonian are characterized by three
quantum numbers—the radial quantum number 7, and the two angular quantum numbers [ and m. (See Chapter [scent].) Let us
denote these states as the 1, and let their corresponding energy eigenvalues be the E,;,. According to the analysis in the
previous section, the change in energy of the eigenstate characterized by the quantum numbers n, [, m in the presence of a small
electric field is given by

AEpm =¢|E| (n,l,m|z|n,l,m)

2
+62|E|2 Z ‘<n7l7m|z|n’al/am,>‘ .
n',l',m'#n,l,m Enlm a En/llml

This energy-shift is known as the Stark effect .

The sum on the right-hand side of the previous equation seems very complicated. However, it turns out that most of the terms in
this sum are zero. This follows because the matrix elements (n, [, m|z|n',I’, m’) are zero for virtually all choices of the two sets of
quantum number, 7, l,m and n', ', m’. Let us try to find a set of rules that determine when these matrix elements are non-zero.
These rules are usually referred to as the selection rules for the problem in hand.

Now, because [see Equation ([e8.3])]
L.=zpy—ypz, (11.5.3)
it follows that [see Equations ([commuxx])—([commxp])]
[L., 2] =0. (11.5.4)
Thus,
(n,l,m|[L,, 2]|n',I',m') =(n,l,m|L,z—zL,|n',l',m")
=h(m—m') (n,l,m|z|n/,lI',m') =0,

because ¥y, is, by definition, an eigenstate of L, corresponding to the eigenvalue m h. Hence, it is clear, from the previous
equation, that one of the selection rules is that the matrix element (n, [, m|z|n',l', m'} is zero unless

m' =m. (11.5.5)
Let us now determine the selection rule for . We have
=[L2, 2 +[L, 7]
= Ly [Ly, 2] + [La, 2] Ly + Ly [Ly, 2] + Ly, 2] Ly,
=ih(-Lyy—yL,+Lyz+xL,)
=2ih(Lyx—Lyy+ihz)
=2ih(Lyz—yL,)=2ih(zL,— L, y),

where use has been made of Equations ([commxx|)—([commxp]), ([e8.1])—([e8.3]), and ([e8.10]). Thus,
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] =2ik (L, Lyz— L,y +ikz)
=2ih (L, [L? 2] — L, [L?,y] +ik[L?, 2])
=—4h?*L,(yL,—Ly2)+4Rh*L, (L, 2—z L,)
—2R*(L*2— 2L,

which reduces to
| =—h?{4(Lyz+Lyy+L.2)L.—4(LZ+L2+L2)z
+2(L?z—2L%)}
=-h’{4(Lyz+Lyy+L.2)L,—2(L*z+2L")}.

However, it is clear from Equations ([e8.1])—([e8.3]) that

Lyxz+Lyy+L,z=0. (11.5.6)
Hence, we obtain
[L%,[L?, 2] =2h2 (L? 242 L?). (11.5.7)
Finally, the previous expression expands to give
L 2212212 +2L* —~2Rh?(L? 2+ 2L?) =0. (11.5.8)
Equation ([e12.69]) implies that
(n,l,m|L*2—2L2 2 L*> + 2 L* —2h* (L? 2+ 2 L?)|n/,I',m) = 0. (11.5.9)

Because, by definition, t,;,,, is an eigenstate of L? corresponding to the eigenvalue I (I + 1) & 2, this expression yields
{12 (+1)? —20(0+ 1) (T +1)+02 (1 +1)?
=21(1+1)=2U '+1)} (n,l,m|z|n',l',m) =0,
which reduces to
I+ +2) 1+ (=T +1) (-1 -1) (n,l,m|z]n',I',;m) =0. (11.5.10)

According to the previous formula, the matrix element (n, [, m|z|n',l'; m) vanishes unless { =1’ =0 or ' =1+1 . [Of course, the
factor [+1' 42, in the previous equation, can never be zero, because [ and I’ can never be negative.] Recall, however, from
Chapter [scent], that an [ = 0 wavefunction is spherically symmetric. It, therefore, follows, from symmetry, that the matrix element
(n,l,m|z|n',l',m)is zero when [ =1' = 0 . In conclusion, the selection rule for [ is that the matrix element (n, [, m|z|n,',m) is
zero unless

I'=1+1. (11.5.11)
Application of the selection rules ([e12.63]) and ([e12.73]) to Equation ([e12.59]) yields

|(n,1,m|zn/, 1", m)?
Enim _En’l’m

ABum =€ B> )

=141

(11.5.12)

Note that, according to the selection rules, all of the terms in Equation ([e12.59]) that vary linearly with the electric field-strength
vanish. Only those terms which vary quadratically with the field-strength survive. Hence, this type of energy-shift of an atomic
state in the presence of a small electric field is known as the quadratic Stark effect. Now, the electric polarizability of an atom is
defined in terms of the energy-shift of the atomic state as follows :

1
AE:—5a|E|2. (11.5.13)

Hence, we can write
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|(n, 1, m|2|n’, ', m)|*
E 7Enlm

!
' =141 n'l'm

Otpim =2 €2 (11.5.14)

Unfortunately, there is one fairly obvious problem with Equation ([e12.74]). Namely, it predicts an infinite energy-shift if there
exists some non-zero matrix element (n, [, m|z|n’, ', m) that couples two degenerate unperturbed energy eigenstates: that is, if
(n,l,m|z|n',l';m) # 0 and Ey, = E,,,, . Clearly, our perturbation method breaks down completely in this situation. Hence, we
conclude that Equations ([e12.74]) and (|e12.76]) are only applicable to cases where the coupled eigenstates are non-degenerate.
For this reason, the type of perturbation theory employed here is known as non-degenerate perturbation theory. The unperturbed
eigenstates of a hydrogen atom have energies that only depend on the radial quantum number 7. (See Chapter [scent].) It follows
that we can only apply the previous results to the n =1 eigenstate (because for n > 1 there will be coupling to degenerate
eigenstates with the same value of n but different values of [).

Thus, according to non-degenerate perturbation theory, the polarizability of the ground-state (i.e., n = 1) of a hydrogen atom is

given by

1(1,0,0]z|n,1,0)| 2
=2e? ) 11.5.15
“ ¢ Z Eno0 — Ero0 ( )

n>1

Here, we have made use of the fact that E,190 = Eyp9. The sum in the previous expression can be evaluated approximately by
noting that (see Section [s10.4])

62

Enwo=——""—", (11.5.16)
8megagn?
where
dmegh?
ap = —20 (11.5.17)
me €
is the Bohr radius. Hence, we can write
3 e?
Enoo — Er00 = E200 — Er00 = 7 ) (11.5.18)
4 8mepag
which implies that
L1y > " 1(1,0,0[2/n,1,0)|? (11.5.19)
a<—A4rmeya ,0,0(2|n, 1, . 5.
3 0 Qo

n>1

However, [see Equation ([e12.20])]

> 1(1,0,0]2/n,1,0)|* = (1,0,0]2/n,1,0) (n,1,0]1,0,0)

n>1 n>1

= )" (1,0,00zn',1,m') (n',1',m|2]1,0,0)

1 g !
n',l'ym

1
=(1,0,0|22]1,0,0) = 3 (1,0,0|7%|1,0,0),

where we have made use of the selection rules, the fact that the 1, y ., form a complete set, and the fact the the ground-state of
hydrogen is spherically symmetric. Finally, it follows from Equation ([e9.73]) that
(1,0,0/r%|1,0,0) = 3a/. (11.5.20)

Hence, we conclude that

16
a< 3 47 e a03 ~5.3 41 e a03. (11.5.21)

The exact result (which can be obtained by solving Schrodinger’s equation in parabolic coordinates) is
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9
a= 5471’60 al =4.54regag. (11.5.22)
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11.6: Degenerate Perturbation Theory

Let us, rather naively, investigate the Stark effect in an excited (i.e., m > 1) state of the hydrogen atom using standard non-
degenerate perturbation theory. We can write

HO 1/Jnlm:En ¢nlma (1161)

because the energy eigenstates of the unperturbed Hamiltonian only depend on the quantum number n. Making use of the selection
rules ([e12.63]) and ([e12.73]), non-degenerate perturbation theory yields the following expressions for the perturbed energy levels
and eigenstates [see Equations ([e12.56]) and ([e12.57])]:

2
lewnil
E' =E,+eum+ —n 11.6.2
nl Inl ,Z En —En' ( )
n', I'=l+1
and
’l' l
¢nlm wnlm+ ,Z En . Q/Jn’l’m? (11.6.3)
=141

where

Enlnl = <n/,l’,m|H1|n, I m> (11.6.4)

Unfortunately, if n > 1 then the summations in the previous expressions are not well defined, because there exist non-zero matrix
elements, e,;,,;, that couple degenerate eigenstates: that is, there exist non-zero matrix elements that couple states with the same
value of n, but different values of I. These particular matrix elements give rise to singular factors 1/(E,, — E,) in the summations.
This does not occur if n =1 because, in this case, the selection rule I’ =41, and the fact that [ =0 (because 0 <[ < n), only
allow I’ to take the single value 1. Of course, there is no n =1 state with ' =1. Hence, there is only one coupled state
corresponding to the eigenvalue E;. Unfortunately, if n > 1 then there are multiple coupled states corresponding to the eigenvalue
E,.

Note that our problem would disappear if the matrix elements of the perturbed Hamiltonian corresponding to the same value of n,
but different values of [, were all zero: that is, if

(n,I',m|Hi|n,l,m) = Ay &yp. (11.6.5)

In this case, all of the singular terms in Equations ([e12.88]) and ([e12.89]) would reduce to zero. Unfortunately, the previous
equation is not satisfied in general. Fortunately, we can always redefine the unperturbed eigenstates corresponding to the
eigenvalue E,, in such a manner that Equation ([e12.91]) is satisfied. Suppose that there are IV,, coupled eigenstates belonging to
the eigenvalue E,,. Let us define IV,, new states which are linear combinations of our INV,, original degenerate eigenstates:

Yo = > (1 k,min, 10, m) . (11.6.6)
k=1,N,

Note that these new states are also degenerate energy eigenstates of the unperturbed Hamiltonian, Hy, corresponding to the

eigenvalue E,,. The 1/1 are chosen in such a manner that they are also eigenstates of the perturbing Hamiltonian, Hj : that is, they
are simultaneous elgenstates of Hy and H;. Thus,

Hiyl) = Ayl . (11.6.7)
The z/znlm are also chosen so as to be orthonormal: that is,
(n, 'V m|n, 1M, m) =&,. (11.6.8)
It follows that
(n, 'V m|Hy|n, 1M, m) = Ay &y (11.6.9)

Thus, if we use the new eigenstates, instead of the old ones, then we can employ Equations ([e12.88]) and ([e12.89]) directly,
because all of the singular terms vanish. The only remaining difficulty is to determine the new eigenstates in terms of the original
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ones.
Now [see Equation ([e12.20])]
In,l,m){n,l,m| =1, (11.6.10)
I=1,N,

n

where 1 denotes the identity operator in the sub-space of all coupled unperturbed eigenstates corresponding to the eigenvalue E,,.
Using this completeness relation, the eigenvalue equation ([e12.93]) can be transformed into a straightforward matrix equation:

Z (n,I';m|Hy|n,l",m) (n,I",m|n, l(l),m> =Xy (n, ', m|n, l(l),m>. (11.6.11)
I'=1,N,

This can be written more transparently as
Ux=Ax, (11.6.12)
where the elements of the IV,, x INV,, Hermitian matrix U are
Ujr, = (n, j, m|Hy|n, k, m). (11.6.13)

Provided that the determinant of U is non-zero, Equation ([e12.100]) can always be solved to give N,, eigenvalues A,; (for [ =1
to V,,), with N,, corresponding eigenvectors x,;. The normalized eigenvectors specify the weights of the new eigenstates in terms
of the original eigenstates: that is,

(an)k = <TL, kam|n7 l(l)’m>7 (11614)
for k =1 to N,,. In our new scheme, Equations ([e12.88]) and ([e12.89]) yield
2
€
=Bt Y % (11.6.15)
n'#n,l=l£1 " "
and
1Y 1 €nilinl
Yo =Y+ Z #wwm- (11.6.16)
nn, =11 " n

There are no singular terms in these expressions, because the summations are over n' # n: that is, they specifically exclude the
problematic, degenerate, unperturbed energy eigenstates corresponding to the eigenvalue E,,. Note that the first-order energy shifts
are equivalent to the eigenvalues of the matrix equation ([e12.100]).
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11.7: Linear Stark Effect

Returning to the Stark effect, let us examine the effect of an external electric field on the energy levels of the n =2 states of a
hydrogen atom. There are four such states: an [ =0 state, usually referred to as 2.5, and three [ =1 states (with m = —1,0,1),
usually referred to as 2P. All of these states possess the same unperturbed energy, Eogp = —e? /(32w e ag). As before, the
perturbing Hamiltonian is

H) =c|E|z. (11.7.1)

According to the previously determined selection rules (i.e., m' =m, and I'’ =1+1 ), this Hamiltonian couples 199 and %21¢.
Hence, non-degenerate perturbation theory breaks down when applied to these two states. On the other hand, non-degenerate
perturbation theory works fine for the 111 and 1911 states, because these are not coupled to any other n =2 states by the
perturbing Hamiltonian.

In order to apply perturbation theory to the 199o and t21¢ states, we have to solve the matrix eigenvalue equation

Ux=Ax, (11.7.2)
where U is the matrix of the matrix elements of H; between these states. Thus,
0’ <270’0|z|271’0>
U=c|E| , (11.7.3)
(2,1,0]2|2,0,0), 0

where the rows and columns correspond to 1599 and 1919, respectively. Here, we have again made use of the selection rules, which
tell us that the matrix element of z between two hydrogen atom states is zero unless the states possess ! quantum numbers that
differ by unity. It is easily demonstrated, from the exact forms of the 2S and 2P wavefunctions, that

(2,0,0(2]2,1,0) = (2,1,0[2/2,0,0) = 3 a. (11.7.4)

It can be seen, by inspection, that the eigenvalues of U are A =3 eaq |E| and Ay = —3 eag |E|. The corresponding normalized

eigenvectors are
1/v/2
X1 = )
1/v2

(e
X9 = _1/\/5 .

It follows that the simultaneous eigenstates of Hy and H; take the form

by = Y0 + Y210
ﬂ b
g = Yago — Y210 .

V2

In the absence of an external electric field, both of these states possess the same energy, Fsqg. The first-order energy shifts induced
by an external electric field are given by

AE; =+3eaq |E|,
AE2 = 7360,0 |E|

Thus, in the presence of an electric field, the energies of states 1 and 2 are shifted upwards and downwards, respectively, by an
amount 3 e ag |E|. These states are orthogonal linear combinations of the original 1299 and a1 states. Note that the energy shifts
are linear in the electric field-strength, so this effect—which is known as the linear Stark effect—is much larger than the quadratic
effect described in Section 1.5. Note, also, that the energies of the 1211 and 197 _; states are not affected by the electric field to
first-order. Of course, to second-order the energies of these states are shifted by an amount which depends on the square of the
electric field-strength. (See Section 1.5.)
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11.8: Fine Structure of Hydrogen

According to special relativity, the kinetic energy (i.e., the difference between the total energy and the rest mass energy) of a

particle of rest mass m and momentum p is
T=\/p2c’+m?c? —mc? (11.8.1)

In the non-relativistic limit p < m ¢, we can expand the square-root in the previous expression to give

0(%)1 . (11.8.2)

2

i)
T=—|1——(—

2m[ 4\me +

2 4
r~2 _P_ (11.8.3)

T2m  8mdc?

Hence,

Of course, we recognize the first term on the right-hand side of this equation as the standard non-relativistic expression for the
kinetic energy. The second term is the lowest-order relativistic correction to this energy. Let us consider the effect of this type of
correction on the energy levels of a hydrogen atom. So, the unperturbed Hamiltonian is given by Equation ([e12.58]), and the
perturbing Hamiltonian takes the form

pt
H=——7F. (11.8.4)
8mg c?
Now, according to standard first-order perturbation theory (see Section 1.4), the lowest-order relativistic correction to the energy of
a hydrogen atom state characterized by the standard quantum numbers n, [, and m is given by

AE, 1 = (n,l,m|Hy|n,l,m)=— (n,l,m|p4|n,l,m>

8mdc?
1
2,2
= (n,l,m|p*p?|n,l,m).
8m¢ ¢
However, Schrédinger’s equation for a unperturbed hydrogen atom can be written

P’ Yutm=2me (Bn = V) Yntm, (11.8.5)
where V = —e 2 /(47 €y 7). Because p? is an Hermitian operator, it follows that

1
AE,m = T (n,l,m|(E, —V)2|n,l,m)
Me C

1
R (En2 —2E, (n,l,m|V|n,l,m)+ (n,l,m|V 2|n, l m>)

_2mecz
2 2\ 2
9 e l e i
EI+2E”<%W;><T>+<4Wm> <T2>].

1
It follows from Equations ([¢9.74]) and ([€9.75]) that

_2m602
1 e? 1 e? \? 1
AE,;, = — E2+2F + .
nlm 2m, c? l n n <4ﬂ_60> n?aq 4T €y (l+1/2)n3a02

Finally, making use of Equations ([e9.55]), ([€9.56]), and ([e9.57]), the previous expression reduces to

2
n2\1+1/2 4

where
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e? 1

a:—4ﬂ_€0hc >~ ﬁ (1187)

is the dimensionless fine structure constant.

Note that the previous derivation implicitly assumes that p* is an Hermitian operator. It turns out that this is not the case for [ = 0
states. However, somewhat fortuitously, our calculation still gives the correct answer when [ = 0. Note, also, that we are able to
employ non-degenerate perturbation theory in the previous calculation, using the ,;, eigenstates, because the perturbing
Hamiltonian commutes with both L? and L.. It follows that there is no coupling between states with different [ and m quantum
numbers. Hence, all coupled states have different n quantum numbers, and therefore have different energies.

Now, an electron in a hydrogen atom experiences an electric field

er

= (11.8.8)
dmeg T3

due to the charge on the nucleus. However, according to electromagnetic theory, a non-relativistic particle moving in a electric field

E with velocity v also experiences an effective magnetic field

vxE
B-—— = (11.8.9)
Recall, that an electron possesses a magnetic moment [see Equations ([e10.58]) and ([e10.59])]
p=-—s (11.8.10)

me

due to its spin angular momentum, S. We, therefore, expect an additional contribution to the Hamiltonian of a hydrogen atom of
the form [see Equation ([e10.60a])]

e? e?

H=-p4pB=————8094——-vxr-S=———1.-8S
AT egmec2r3 dregmic2r3 ’
where L =m, r X v is the electron’s orbital angular momentum. This effect is known as spin-orbit coupling. It turns out that the
previous expression is too large, by a factor 2, due to an obscure relativistic effect known as Thomas precession . Hence, the true
spin-orbit correction to the Hamiltonian is

2

H=——L-S. 11.8.11
' 8megméc?r3 ( )

Let us now apply perturbation theory to the hydrogen atom, using the previous expression as the perturbing Hamiltonian.

Now,
J=L+S (11.8.12)
is the total angular momentum of the system. Hence,
J?=L*+5%42L-S, (11.8.13)
giving
L-S= % (J?—L*-8%. (11.8.14)

Recall, from Section [s11.2], that while J 2 commutes with both L? and S?, it does not commute with either L, or S,. It follows
that the perturbing Hamiltonian ([¢12.127]) also commutes with both L? and S2, but does not commute with either L, or S..
Hence, the simultaneous eigenstates of the unperturbed Hamiltonian ([e12.58]) and the perturbing Hamiltonian ([e12.127]) are the
same as the simultaneous eigenstates of L%, 8%, and J 2 discussed in Section [s11.3]. It is important to know this because,
according to Section 1.6, we can only safely apply perturbation theory to the simultaneous eigenstates of the unperturbed and
perturbing Hamiltonians.

Adopting the notation introduced in Section [s11.3], let 1'&;23)7‘ - be a simultaneous eigenstate of I2,58%, J2 and J, corresponding
RSN AL

to the eigenvalues
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) 2
1242 LU+ R ¢,

$;5,m;

52 2 s(s+1)h 2 1/’l(,2s);j,mj’

Ls;5,m;
2 .(2) L. 2 (2)
J 1’bl,8;j,mj J(+1)h ¢l,S;j,mj’

oy = m; h’/)l(i);j,mf

Z ¥l s j,m;

According to standard first-order perturbation theory, the energy-shift induced in such a state by spin-orbit coupling is given by

AE!,1/2;j,mj = <la 1/2;j7 mj|Hl|la 1/2;jv mj>

e? . J2_12-§2 .
T L [T i)
e?h? 1
= [G+1)—1(+1)-3/4] { = ).
L) -1+ ) /1<r3>

Here, we have made use of the fact that s = 1/2 for an electron. It follows from Equation ([e9.75a]) that

e2h? [j(j+1)—l(l+1)—3/4 ]

16megméic?ag I(1+1/2)(I+1)n3

AE11/25,m; = (11.8.15)

where n is the radial quantum number. Finally, making use of Equations ([¢9.55]), ([€9.56]), and ([€9.57]), the previous expression
reduces to

E,

ABy, s a_2[ n{3/4+1(1+1)-5(+1)} ] ’

n? 21(1+1/2)(1+1) (11.8.16)

imi
where « is the fine structure constant. A comparison of this expression with Equation ([e12.121]) reveals that the energy-shift due
to spin-orbit coupling is of the same order of magnitude as that due to the lowest-order relativistic correction to the Hamiltonian.
We can add these two corrections together (making use of the fact that j=1+1/2 for a hydrogen atom—see Section [s11.3]) to
obtain a net energy-shift of

a? n 3
AE; /9. m. = En — ——]. 11.8.17
1,1/2;5,m; n n2 (]+1/2 4) ( )
This modification of the energy levels of a hydrogen atom due to a combination of relativity and spin-orbit coupling is known as
fine structure.

Now, it is conventional to refer to the energy eigenstates of a hydrogen atom that are also simultaneous eigenstates of J 2 as nL;
states, where n is the radial quantum number, L = (S, P, D, F',---) as [ = (0,1,2,3,---), and j is the total angular momentum
quantum number. Let us examine the effect of the fine structure energy-shift ([e12.138]) on these eigenstates for n = 1,2 and 3.

For n =1, in the absence of fine structure, there are two degenerate 1.5; /2 states. According to Equation ([e12.138]), the fine
structure induced energy-shifts of these two states are the same. Hence, fine structure does not break the degeneracy of the two
152 states of hydrogen.

For n =2, in the absence of fine structure, there are two 2.5; /2 states, two 2Py > states, and four 2P;)5 states, all of which are
degenerate. According to Equation ([e12.138]), the fine structure induced energy-shifts of the 25 /, and 2P, , states are the same
as one another, but are different from the induced energy-shift of the 2P;/> states. Hence, fine structure does not break the
degeneracy of the 25 /, and 2P, /, states of hydrogen, but does break the degeneracy of these states relative to the 2P , states.

Forn =3, in the absence of fine structure, there are two 3.5 ), states, two 3P, , states, four 3P; , states, four 3Ds , states, and
six 3Ds/2 states, all of which are degenerate. According to Equation ([e12.138]), fine structure breaks these states into three
groups: the 3.5, /5 and 3Py ), states, the 3P; 5 and 3Dj , states, and the 3 D5/, states.

The effect of the fine structure energy-shift on the n =1, 2, and 3 energy states of a hydrogen atom is illustrated in Figure below:
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Figure 23: Effect of the fine structure energy-shift on the n = 1,2 and 3 states of a hydrogen atom. Not to scale.

Note, finally, that although expression ([e12.137]) does not have a well defined value for [ =0, when added to expression
(le12.121]) it, somewhat fortuitously, gives rise to an expression ([e12.138]) that is both well-defined and correct when ! = 0.
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11.9: Zeeman Effect

Consider a hydrogen atom placed in a uniform z-directed external magnetic field of magnitude |B|. The modification to the
Hamiltonian of the system is

H) =—u B, (11.9.1)
where

e

p= g (L+28) (11.9.2)

is the total electron magnetic moment, including both orbital and spin contributions. [See Equations ([e10.57])—~([e10.59]).] Thus,

eB
2me

H, = (L,+25S.). (11.9.3)
Suppose that the applied magnetic field is much weaker than the atom’s internal magnetic field, ([e12.124]). Because the
magnitude of the internal field is about 25 tesla, this is a fairly reasonable assumption. In this situation, we can treat H; as a small
perturbation acting on the simultaneous eigenstates of the unperturbed Hamiltonian and the fine structure Hamiltonian. Of course,
these states are the simultaneous eigenstates of L% 8%, J2 and J,. (See the previous section.) Hence, from standard perturbation
theory, the first-order energy-shift induced by a weak external magnetic field is

AEl,1/2;j,mj - <l’ 1/27.77 mJ|H1|l7 1/27.77 m]>
eB

= m (m3h+ <l7 1/2;j7mj|sz|l7 1/2;j7 mj>)a

because J, = L, 4+ .S, . Now, according to Equations ([e11.47]) and ([e11.48]),

: 1/2 . 1/2
@ _ (JIt+tm; 1) J—my (1)
Viam; = ( 21+1 > Yim1/2,1/27 ( 20+1 > Vrmye1/2,-1/2 (11.9.4)
when j=1+1/2,and
j+1—m; \'/? j+1+m; '
P = () () (11.9.5)
[ 21+1 m;—1/2,1/2 21+1 mj+1/2,—1/2

when j=1—1/2. Here, the 1/’%,)% are the simultaneous eigenstates of L2, S%, L, and S,, whereas the 1/15.22” are the simultaneous
M

eigenstates of L2, §2, J 2, and J,. In particular,

o _ ko
Sz Yo 2 _i2 V12 (11.9.6)
It follows from Equations ([e12.143])—([e12.145]), and the orthormality of the 1/}(1) , that
m; h
21+4+1

when j=1+1/2. Thus, the induced energy-shift when a hydrogen atom is placed in an external magnetic field—which is known
as the Zeeman effect —becomes

1,1/2;5,m;|S,|1,1/2;4,m;) ==+ 11.9.7
j j

1
AEl,1/2;j,m]'_,u‘B Bm] (1:|:m) (1198)
where the =+ signs correspond to j =1+1/2 . Here,
eh _5
U = =5.788x107°eV/T (11.9.9)
2m,

is known as the Bohr magnetron. Of course, the quantum number m; takes values differing by unity in the range —j to j. It, thus,
follows from Equation ([e12.147]) that the Zeeman effect splits degenerate states characterized by j=1+1/2 into 2 j+1 equally
spaced states of interstate spacing
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2042
AEj:lJrl/z :,U,BB(T_H> . (11910)
Likewise, the Zeeman effect splits degenerate states characterized by j=1—1/2 into 2 j+ 1 equally spaced states of interstate
spacing
AE =up B 21 (11.9.11)
j=l-1/2 = 4B 2111 )" -J.

In conclusion, in the presence of a weak external magnetic field, the two degenerate 15, states of the hydrogen atom are split by
2 pup B. Likewise, the four degenerate 2.5, /, and 2P, , states are split by (2/3) up B, whereas the four degenerate 2Py /5 states are
split by (4/3) up B. This is illustrated in Figure [fzee]. Note, finally, that because the 1/11(2]_ are not simultaneous eigenstates of the
unperturbed and perturbing Hamiltonians, Equations ([e12.149]) and ([e12.150]) can only be regarded as the expectation values of
the magnetic-field induced energy-shifts. However, as long as the external magnetic field is much weaker than the internal
magnetic field, these expectation values are almost identical to the actual measured values of the energy-shifts.

2P }(4/3)e
{ (4/3)e
§ (4/3)e
251, 2Py g;;;
(2/3)
1-91,;1 1 %
unperturbed + fine structure + Zeeman

Figure 24: The Zeeman effect for the n =1 and 2 states of a hydrogen atom. Here, e = upB. Not to scale.
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11.10: Hyperfine Structure

The proton in a hydrogen atom is a spin one-half charged particle, and therefore possesses a magnetic moment. By analogy with

Equation ([e10.58]), we can write

_ %€
2m,

oy S, (11.10.1)
where p, is the proton magnetic moment, S, is the proton spin, and the proton gyromagnetic ratio g, is found experimentally to
take the value 5.59. Note that the magnetic moment of a proton is much smaller (by a factor of order m./m;) than that of an
electron. According to classical electromagnetism, the proton’s magnetic moment generates a magnetic field of the form

= L3k er) e — ] + T 1y 570), (11.10.2)
Tr

where e, =r/r. We can understand the origin of the delta-function term in the previous expression by thinking of the proton as a

tiny current loop centred on the origin. All magnetic field-lines generated by the loop must pass through the loop. Hence, if the size

of the loop goes to zero then the field will be infinite at the origin, and this contribution is what is reflected by the delta-function

term. Now, the Hamiltonian of the electron in the magnetic field generated by the proton is simply

H; =—p.-B, (11.10.3)
where
e
pe = —— Se. (11.10.4)
me

Here, p, is the electron magnetic moment [see Equations ([e10.58]) and ([e10.59])], and S, the electron spin. Thus, the perturbing
Hamiltonian is written
N09p62 3(Sp-er)(Sc-e,)—S,-S, Nngez

H, = S,-S.d3(r). 11.10.
1 s ™, me 3 + 3 My e D (I‘) ( 0 5)

Note that, because we have neglected coupling between the proton spin and the magnetic field generated by the electron’s orbital
motion, the previous expression is only valid for [ = 0 states.

According to standard first-order perturbation theory, the energy-shift induced by spin-spin coupling between the proton and the
electron is the expectation value of the perturbing Hamiltonian. Hence,

AE — H09p62 < 3(Sp-e.)(Sc-e)—S, S, >+N09p62

81 my me

(Sp-Se) [¥(0)]*. (11.10.6)

3
T 3myme

For the ground-state of hydrogen, which is spherically symmetric, the first term in the previous expression vanishes by symmetry.
Moreover, it is easily demonstrated that [4p0o(0)| > =1/ (m agl). Thus, we obtain

AE = % (S, S.). (11.10.7)
Let
S=8S.+8, (11.10.8)
be the total spin. We can show that
S, Se = % (82 —-52-52). (11.10.9)

Thus, the simultaneous eigenstates of the perturbing Hamiltonian and the main Hamiltonian are the simultaneous eigenstates of
S.2, Sp2, and S2. However, both the proton and the electron are spin one-half particles. According to Section [shalf], when two
spin one-half particles are combined (in the absence of orbital angular momentum) the net state has either spin 1 or spin 0. In fact,
there are three spin 1 states, known as triplet states, and a single spin O state, known as the singlet state. For all states, the
eigenvalues of S;2 and S;? are (3/4) k 2. The eigenvalue of S? is 0 for the singlet state, and 2 & 2 for the triplet states. Hence,
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(Sp-S.) = —%hz (11.10.10)
for the singlet state, and
1 2
(Sp-Se) =R (11.10.11)

for the triplet states.

It follows, from the previous analysis, that spin-spin coupling breaks the degeneracy of the two 151 /5 states in hydrogen, lifting the
energy of the triplet configuration, and lowering that of the singlet. This splitting is known as hyperfine structure. The net energy
difference between the singlet and the triplet states is

8
AE=2g,"¢ 02 By =5.88 x 1079 €V, (11.10.12)
37 m,

where Ey =13.6 €V is the (magnitude of the) ground-state energy. Note that the hyperfine energy-shift is much smaller, by a
factor m. /my, than a typical fine structure energy-shift. If we convert the previous energy into a wavelength then we obtain

A=21.1cm. (11.10.13)
This is the wavelength of the radiation emitted by a hydrogen atom which is collisionally excited from the singlet to the triplet
state, and then decays back to the lower energy singlet state. The 21 cm line is famous in radio astronomy because it was used to
map out the spiral structure of our galaxy in the 1950°s .
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CHAPTER OVERVIEW

12: Time-Dependent Perturbation Theory

Consider a system whose Hamiltonian can be written
H(t) = Hy+ H; (¢). (12.1)

Here, H is again a simple time-independent Hamiltonian whose eigenvalues and eigenstates are known exactly. However, H; now
represents a small time-dependent external perturbation. Let the eigenstates of Hj take the form

Hy Y = Ep . (12.2)

We know (see Section [sstat]) that if the system is in one of these eigenstates then, in the absence of an external perturbation, it
remains in this state for ever. However, the presence of a small time-dependent perturbation can, in principle, give rise to a finite
probability that if the system is initially in some eigenstate 1, of the unperturbed Hamiltonian then it is found in some other
eigenstate at a subsequent time (because v, is no longer an exact eigenstate of the total Hamiltonian). In other words, a time-
dependent perturbation allows the system to make transitions between its unperturbed energy eigenstates. Let us investigate such
transitions.

12.1: Preliminary Analysis

12.2: Two-State System

12.3: Spin Magnetic Resonance

12.4: Perturbation Expansion

12.5: Harmonic Perturbation

12.6: Electromagnetic Radiation

12.7: Electric Dipole Approximation
12.8: Spontaneous Emission

12.9: Radiation from Harmonic Oscillator
12.10: Selection Rules (Hydrogen Atoms)
12.11: 2P-1S Transitions in Hydrogen
12.12: Intensity Rules

12.13: Forbidden Transitions

12.E: Time-Dependent Perturbation Theory (Exercises)
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12.1: Preliminary Analysis

Suppose that at £ = 0 the state of the system is represented by

0)=>" cmtm, (12.1.1)

where the ¢, are complex numbers. Thus, the initial state is some linear superposition of the unperturbed energy eigenstates. In the
absence of the time-dependent perturbation, the time evolution of the system is simply (see Section [sstat])

:Zcm exp(—i Ep t/h) . (12.1.2)

Now, the probability of finding the system in state n at time ¢ is

Po(t) = (ult)|* = len exp(—i Bn t/R)]* = |ea] * = Pa(0), (12.1.3)
because the unperturbed eigenstates are assumed to be orthonormal: that is,
(n|m) = dpm- (12.1.4)

Clearly, with H; = 0, the probability of finding the system in state 1,, at time ¢ is exactly the same as the probability of finding the
system in this state at the initial time, t = 0. However, with H; # 0, we expect the P,—and, hence, the ¢,—to vary with time.
Thus, we can write

Zcm exp(—i B t/B)tom, (12.1.5)

where P, (t) = |c,(¢)| 2 Here, we have carefully separated the fast phase oscillation of the eigenstates, which depends on the
unperturbed Hamiltonian, from the slow variation of the amplitudes ¢, (¢), which depends entirely on the perturbation (i.e., ¢, is
constant in time if H; =0). Note that in Equation ([e13.7]) the eigenstates 1), are time-independent (they are actually the
eigenstates of Hj evaluated at the initial time, ¢ = 0).

The time-dependent Schrodinger equation [see Equation ([etimed])] yields

oY(t
1 220 ey uo) = (Ho -+ 1 ()] 1) (12.16)
Now, it follows from Equation ([e13.7]) that
(Ho+Hi)$ = cn exp(—i Ep t/B)(Em + H1) . (12.1.7)
We also have
0 de, .
ih% :; ( hdL +cm Em) exp(—i B, t/h)m, (12.1.8)

because the 1), are time-independent. According to Equation ([e13.8]), we can equate the right-hand sides of the previous two
equations to obtain

Zihcil—c;nexp( iE,t/h)Y Zcm exp(—i Ep, t/R)Hy ¥y, (12.1.9)

m

Projecting out the component of the previous equation which is proportional to 1), using Equation ([e13.6]), we obtain

dcn

ZH"W exp(1wnpm t)em(t), (12.1.10)

where
H,m(t) = (n|Hi(t)|m), (12.1.11)

and
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En _Em
7 .

Suppose that there are N linearly independent eigenstates of the unperturbed Hamiltonian. According to Equations ([e13.12]), the
time dependence of the set of N coefficients c,, which specify the probabilities of finding the system in these eigenstates at time ¢,
is determined by N coupled first-order differential equations. Note that Equations ([e13.12]) are exact—we have made no
approximations at this stage. Unfortunately, we cannot generally find exact solutions to these equations. Instead, we have to obtain
approximate solutions via suitable expansions in small quantities. However, for the particuilarly simple case of a two-state system
(i.e., N =2), it is actually possible to solve Equations ([e13.12]) without approximation. This solution is of great practical
importance.

(12.1.12)

Wnm =

This page titled 12.1: Preliminary Analysis is shared under a not declared license and was authored, remixed, and/or curated by Richard
Fitzpatrick.
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12.2: Two-State System

Consider a system in which the time-independent Hamiltonian possesses two eigenstates, denoted

Hy 1 = E1 4,
Hy vy = Eys.
Suppose, for the sake of simplicity, that the diagonal elements of the interaction Hamiltonian, H, are zero: that is,
(1|H1|1) = (2|H1|2) = 0. (12.2.1)

The off-diagonal elements are assumed to oscillate sinusoidally at some frequency w: that is,
(1|H1|2) = (2|H1|1)* =y h exp(iwt), (12.2.2)

where -« and w are real. Note that it is only the off-diagonal matrix elements which give rise to the effect which we are interested in:
namely, transitions between states 1 and 2.

For a two-state system, Equation ([e13.12]) reduces to

d

i fa v exp[+i (w—wa1) t]ea,
dt
d

i _dctz = exp[—i (w—wa1) t]ey,

where wy; = (Ey — E)/k . The previous two equations can be combined to give a second-order differential equation for the time-
variation of the amplitude c;: that is,

d?c; dcy 2
W_'_l(w_wﬂ) E—l—'y

Once we have solved for ¢y, we can use Equation ([e13.20]) to obtain the amplitude c;. Let us search for a solution in which the
system is certain to be in state 1 (and, thus, has no chance of being in state 2) at time £ = 0. Thus, our initial conditions are
¢1(0) =1 and ¢3(0) = 0. It is easily demonstrated that the appropriate solutions to ([e13.21]) and ([e13.20]) are

¢y =0. (12.2.3)

e (t) = (_TW) exp[M] sin(01) (12.2.4)
e1(t) mexp| LO=@2E T 0
1 ep{[i . _9521) ] l:fi s } o (12.2.5)
2 2
where
Q= \/72 + (w—wn)?/4 (12.2.6)

Now, the probability of finding the system in state 1 at time ¢ is simply P (¢) = |e; (t)| . Likewise, the probability of finding the
system in state 2 at time ¢ is Py (t) = |ca(t)| %. It follows that

Pit) =1 Py (t)
'72 .9
[724_(&)_(‘121)2/4 ] sin®(£2t).

Py(t) =

This result is known as Rabi’s formula .

Equation ([e13.25]) exhibits all the features of a classic resonance . At resonance, when the oscillation frequency of the
perturbation, w, matches the frequency w1, we find that
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According to the previous result, the system starts off in state 1 at ¢ = 0. After a time interval 7/(2 ) it is certain to be in state 2.
After a further time interval 7/(2 ) it is certain to be in state 1 again, and so on. Thus, the system periodically flip-flops between
states 1 and 2 under the influence of the time-dependent perturbation. This implies that the system alternatively absorbs and emits
energy from the source of the perturbation.

The absorption-emission cycle also takes place away from the resonance, when w # ws; . However, the amplitude of the oscillation
in the coefficient ¢y is reduced. This means that the maximum value of P (t) is no longer unity, nor is the minimum of P; (¢) zero.
In fact, if we plot the maximum value of P»(t) as a function of the applied frequency, w, then we obtain a resonance curve whose
maximum (unity) lies at the resonance, and whose full-width half-maximum (in frequency) is 4 v. Thus, if the applied frequency
differs from the resonant frequency by substantially more than 2 « then the probability of the system jumping from state 1 to state 2
is always very small. In other words, the time-dependent perturbation is only effective at causing transitions between states 1 and 2
if its frequency of oscillation lies in the approximate range wo; 2 +y. Clearly, the weaker the perturbation (i.e., the smaller -y
becomes), the narrower the resonance.
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12.3: Spin Magnetic Resonance

Consider a system consisting of a spin one-half particle with no orbital angular momentum (e.g., a bound electron) placed in a
uniform z-directed magnetic field, and then subject to a small time-dependent magnetic field rotating in the z-y plane at the
angular frequency w. Thus,

B =Bje,+ B [cos(wt) e, +sin(wt) e], (12.3.1)

where By and B; are constants, with B; < By . The rotating magnetic field usually represents the magnetic component of an
electromagnetic wave propagating along the z-axis. In this system, the electric component of the wave has no effect. The
Hamiltonian is written

H=—u-B=H,+H, (12.3.2)
where
Hy = —92620 S., (12.3.3)
and
H, = —g;zl [cos(wt) Sy +sin(wt) S,] . (12.3.4)

Here, g and m are the gyromagnetic ratio [see Equation ([e12.151])] and mass of the particle in question, respectively.

The eigenstates of the unperturbed Hamiltonian are the “spin up” and “spin down” states, denoted X and x_, respectively. Of
course, these states are the eigenstates of .S, corresponding to the eigenvalues +%/2 and —h/2 respectively. (See Section [sspin].)
Thus, we have

geh By

H, = . 12.3.5
oxt =+ Am X+ ( )
The time-dependent Hamiltonian can be written
B
H, = _9: Llexp(iwt) S +exp(—iwt)S,], (12.3.6)
m

where S, and S_ are the conventional raising and lowering operators for spin angular momentum. (See Section [sspin].) It follows
that

(+[Hi|+) = (=[H1|—) =0, (12.3.7)
and

geB;

(=|Hi|+) = (+|H1| )" = — im

exp(iwt). (12.3.8)

It can be seen that this system is exactly the same as the two-state system discussed in the previous section, provided that the make
the following identifications:

1/)1 — X+
¢2_>X77

The resonant frequency, ws;, is simply the spin precession frequency in a uniform magnetic field of strength By. (See Section
[sspinp].) In the absence of the perturbation, the expectation values of S, and S, oscillate because of the spin precession, but the
expectation value of S, remains invariant. If we now apply a magnetic perturbation rotating at the resonant frequency then,
according to the analysis of the previous section, the system undergoes a succession of spin flips, x. <+ x_, in addition to the spin
precession. We also know that if the oscillation frequency of the applied field is very different from the resonant frequency then
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there is virtually zero probability of the field triggering a spin flip. The width of the resonance (in frequency) is determined by the
strength of the oscillating magnetic perturbation. Experimentalists are able to measure the gyromagnetic ratios of spin one-half
particles to a high degree of accuracy by placing the particles in a uniform magnetic field of known strength, and then subjecting
them to an oscillating magnetic field whose frequency is gradually scanned. By determining the resonant frequency (i.e., the
frequency at which the particles absorb energy from the oscillating field), it is possible to determine the gyromagnetic ratio
(assuming that the mass is known) .
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12.4: Perturbation Expansion

Let us recall the analysis of Section 1.2. The 1), are the stationary orthonormal eigenstates of the time-independent unperturbed
Hamiltonian, Hy. Thus, Hg, = E, ¢, , where the E, are the unperturbed energy levels, and (n|m) =4d,,,. Now, in the
presence of a small time-dependent perturbation to the Hamiltonian, Hj (), the wavefunction of the system takes the form

Y(t) =Y en(t) exp(—iwy t) P, (12.4.1)
n
where w, = E,, /h. The amplitudes ¢, (t) satisfy
5o 3" Hum expl(iwnmt) ¢ (12.4.2)
T nm €X nm ™y 4.
it 4 P

where Hy,,(t) = (n|Hi(¢)|m) and wyy, = (E, — E,;,)/h . Finally, the probability of finding the system in the nth eigenstate at
time ¢ is simply

Py(t) = len(®)]’ (12.4.3)
(assuming that, initially, >, |¢q| =1

Suppose that at t =0 the system is in some initial energy eigenstate labeled ¢. Equation ([e13.42]) is, thus, subject to the initial
condition

cn(0) = i (12.4.4)

Let us attempt a perturbative solution of Equation ([e13.42]) using the ratio of H; to Hy (or Hyy, to Bwyy,, to be more exact) as
our expansion parameter. Now, according to Equation ([e13.42]), the ¢, are constant in time in the absence of the perturbation.
Hence, the zeroth-order solution is simply

() = 6. (12.4.5)

The first-order solution is obtained, via iteration, by substituting the zeroth-order solution into the right-hand side of Equation
(le13.42]). Thus, we obtain

(1)
ih dz = ZHnm exp(iwpmt) cﬁ,?) = H,; exp(iwp;t), (12.4.6)

subject to the boundary condition D (0) = 0. The solution to the previous equation is

. t
02”:_%/ Hos(#) exp(iwnt') dt'. (12.4.7)
0

It follows that, up to first-order in our perturbation expansion,

.ot
cn(t) :Jm—%/ H,;(t') exp(iwp; t') dt’. (12.4.8)
0

Hence, the probability of finding the system in some final energy eigenstate labeled f at time ¢, given that it is definitely in a
different initial energy eigenstate labeled ¢ at time ¢t =0, is

. t 2
Ps(t)=|cs(t)]? = ‘—%/0 Hy(t) exp(iwgi t')dt'| . (12.4.9)

Note, finally, that our perturbative solution is clearly only valid provided
P s(t) < 1. (12.4.10)
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12.5: Harmonic Perturbation

Consider a (Hermitian) perturbation that oscillates sinusoidally in time. This is usually termed a harmonic perturbation. Such a
perturbation takes the form

Hi(t) =V exp(iwt) + VT exp(—iwt), (12.5.1)
where V is, in general, a function of position, momentum, and spin operators.

It follows from Equations ([e13.48]) and ([e13.51]) that, to first-order,

s opt
cs(t) = —%/0 [Vf, exp(iwt’) —l—VfZ exp(—iwt')} exp(iwyst')dt, (12.5.2)

where

Vi = (fIV1]3),

Vi =V = @vis.
Integration with respect to ¢’ yields

est) =~ (Vs expli (w-+eop) /2sine [(w+ wpe) £/2]

+ V) expl—i (w—wpi) t/2]sine [(w - wp:) t/2])
where

. sin
sincz =

(12.5.3)
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Figure 25: The functions sinc(x) (dashed curve) and sinc?(z) (solid curve). The vertical dotted lines denote the region |z| <

Now, the function sinc(z) takes its largest values when |z| < 7, and is fairly negligible when |z| >> 7. (See Figure [fsinc].) Thus,
the first and second terms on the right-hand side of Equation ([e13.55]) are only non-negligible when

|wtwpi] S 2% (12.5.4)
and

|w—wpi] S 2% (12.5.5)
respectively.
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Clearly, as ¢ increases, the ranges in w over which these two terms are non-negligible gradually shrink in size. Eventually, when
t > 27 /|wy;|, these two ranges become strongly non-overlapping. Hence, in this limit, P;_,¢ = |cy]| 2 yields

2
Ps(t) = %{Wﬁ\ ?sinc? [(w+wpi) ¢/2) + |V} |? sinc? [(w—wfi)t/2]} . (12.5.6)

Now, the function sinc?(z) is very strongly peaked at z = 0, and is completely negligible for |z| >> 7. (See Figure [fsinc].) It
follows that the previous expression exhibits a resonant response to the applied perturbation at the frequencies w = twy;.
Moreover, the widths of these resonances decease linearly as time increases. At each of the resonances (i.e., at w = Fwy; ), the
transition probability P;_,¢(t) varies as t? [because sinh(0) = 1]. This behavior is entirely consistent with our earlier result
([e13.28]), for the two-state system, in the limit y¢ < 1 (recall that our perturbative solution is only valid as long as P,y < 1).

The resonance at w = —wy; corresponds to
E;—E;, = -hw. (12.5.7)

This implies that the system loses energy hw to the perturbing field, while making a transition to a final state whose energy is less
than the initial state by A w. This process is known as stimulated emission. The resonance at w = wy; corresponds to

E;—FE;=huw. (12.5.8)
This implies that the system gains energy hw from the perturbing field, while making a transition to a final state whose energy is
greater than that of the initial state by & w. This process is known as absorption.

Stimulated emission and absorption are mutually exclusive processes, because the first requires wy; <0, whereas the second
requires wy; > 0. Hence, we can write the transition probabilities for both processes separately. Thus, from Equation ([e13.49]),
the transition probability for stimulated emission is

t? :

PR (t) = 5 [Vifl *sine® [(w—wip) £/2], (12.5.9)
where we have made use of the facts that w;; = —wy; >0, and |Vy;| > = \V;}| ?. Likewise, the transition probability for absorption
is

b t2 2 g2
Pf_ff(t)ZE [Vpil “ sine” [(w—wy;) /2] . (12.5.10)
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12.6: Electromagnetic Radiation

Let us use the previous results to investigate the interaction of an atomic electron with classical (i.e., non-quantized)
electromagnetic radiation.

The unperturbed Hamiltonian of the system is
2

p
H =
0 2m,

+Vo(r). (12.6.1)

Now, the standard classical prescription for obtaining the Hamiltonian of a particle of charge ¢ in the presence of an
electromagnetic field is

P 2 P+qA,
H—H-—qé¢,

where A (r) is the vector potential, and ¢(r) the scalar potential. Note that

0A
B=-Ve-T

B =VxA.
This prescription also works in quantum mechanics. Thus, the Hamiltonian of an atomic electron placed in an electromagnetic field

is

(p—eA)’

H =
2m,

+ed+Vy(r), (12.6.2)

where A and ¢ are functions of the position operators. The previous equation can be written

(p?—eA-p—ep-A+e’A?)

H= e +ep+Vo(r). (12.6.3)
Now,
p-A=Ap, (12.6.4)
provided that we adopt the Coulomb gauge V-A = 0. Hence,
2 A. 2 42
H=2L__ 2P C B i) (12.6.5)

2me Me 2m,
Suppose that the perturbation corresponds to a linearly polarized, monochromatic, plane-wave. In this case,
¢ =0,
A =Apecoskr—uwt),

where k is the wavevector (note that w =k ¢), and € a unit vector that specifies the direction of polarization (i.e., the direction of
E). Note that ek = 0 . The Hamiltonian becomes

H=Hy+H(t), (12.6.6)
with
p2
Hy =5 +Vo() (12.6.7)
and
oy~ AP (12.6.8)
me

where the A2 term, which is second order in A4y, has been neglected.
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The perturbing Hamiltonian can be written

eApep

H =
! 2me

[exp(ikr—iwt)+exp(—ikr+iwt). (12.6.9)

This has the same form as Equation ([e13.51]), provided that

eAgep

Vi= exp(ik-r). (12.6.10)

2m,

It follows from Equations ([e13.53]), ([e13.63]), and ([e13.79]) that the transition probability for radiation induced absorption is
t? e? | Ao 2 2
abs : k. y foe2 .
P, f(t)__h2 Tz |(flep exp(iker)|i)| ” sinc”[(w—wy;) t/2]. (12.6.11)

Now, the mean energy density of an electromagnetic wave is

1{elEo|®> |Byl? 1
u:_( 0| 0| +| 0| ):§€0|E0|2, (12612)

2 2 2 1o

where Ey = Ay w and By = Ej/c are the peak electric and magnetic field-strengths, respectively. It thus follows that

Ii“jj,(t) = L2e? |(f|ep exp(ikr)|i)|® usinc?[(w—wp;)t/2]. (12.6.13)

2 eoh2mlw?
Thus, not surprisingly, the transition probability for radiation induced absorption (or stimulated emission) is directly proportional to
the energy density of the incident radiation.
Suppose that the incident radiation is not monochromatic, but instead extends over a range of frequencies. We can write
[o¢]
uz/ p(w) dw, (12.6.14)
—00
where p(w) dw is the energy density of radiation whose frequencies lie between w and w + dw . Equation ([e13.80]) generalizes to
X 00 t 2 e 2 9 9
P> (t) = —_— ep exp(ikr)|i w) sinc”[(w—wy;) t/2] dw. 12.6.15
0= [ grors |(flep esplilen)i)]” pw)sine’ () /2 (12.6.15)

Note, however, that the previous expression is only valid provided the radiation in question is incoherent: that is, provided there are
no phase correlations between waves of different frequencies. This follows because it is permissible to add the intensities of
incoherent radiation, whereas we must always add the amplitudes of coherent radiation . Given that the function
sinc?[(w—wy;) t/2] is very strongly peaked (see Figure [fsinc|) about w = wy; (assuming that ¢ > 27 /wy;), and

/ sinc?(z) dz =, (12.6.16)
—00
the previous equation reduces to
abs me? p(wﬁ) . N2
P (t) = —= LI (flep exp(iker)]d)]| t. (12.6.17)

eoh2m2 W

Note that in integrating over the frequencies of the incoherent radiation we have transformed a transition probability that is
basically proportional to ¢ 2 [see Equation ([¢13.80])] to one that is proportional to ¢. As has already been explained, the previous
expression is only valid when Pz‘i’jc < 1. However, the result that

b,
e _ GPE; me? plwg)
ST At gh?miw}

is the transition probability per unit time interval, otherwise known as the

|(f|ep exp(ik-T)|i)| > (12.6.18)

w

abs
i—f
transition rate. Given that the transition rate is constant, we can write (see Chapter [s2])

is constant in time is universally valid. Here, w
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i—f i—f i—f i—f

pabs (t—|—dt) _ pabs (t) — |:1 _ pabs (t)] ,wabs dt - (]_26]_9)

that is, the probability that the system makes a transition from state ¢ to state f between times ¢ and ¢ +dt is equivalent to the
probability that the system does not make a transition between times 0 and ¢ and then makes a transition in a time interval dt—the
probabilities of these two events are 1 — Pl“_b)jc (t) and wfﬁff dt, respectively. It follows that

abs
dPi—>f +wab3 pabs _ 4 abs (12 6 20)
dt i—f Linsf = Yisfo e

with the initial condition Pl“_b)j, (0) = 0. The previous equation can be solved to give

i—f i—f

Pt (t) =1 - exp(—wi®; t). (12.6.21)
This result is consistent with Equation ([e13.86]) provided wffff t < 1: that is, provided that R"_ﬂ’*} < 1.

Using similar arguments to those given previously, the transition probability for stimulated emission can be shown to take the form

Pem(t) =1 —exp(—wgtg} t), (12.6.22)
where the corresponding transition rate is written
2
me’ p(wi) | . .
;?t_% =———— 5 |(ilep exp(ikT)[f)| 2, (12.6.23)

eoh2ml w;
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12.7: Electric Dipole Approximation

In general, the wavelength of the type of electromagnetic radiation that induces, or is emitted during, transitions between different
atomic energy levels is much larger than the typical size of an atom. Thus,

exp(ikr)=1+ikr+---, (12.7.1)
can be approximated by its first term, unity. This approach is known as the electric dipole approximation. It follows that
(flep exp(ikr)]i) ~ e (f|pli). (12.7.2)
Now, it is readily demonstrated that
ihp
, Hyl = 12.7.3
, Ho] = T (12.7.3)
SO
. . Me . . .
{flpli) = —i == (fl[r, Hol|) = ime wyi (fr[d). (12.7.4)

Thus, our previous expressions for the transition rates for radiation induced absorption and stimulated emission reduce to

7T 2
w;zgff = €0h2 |€'dlf| p(wfl)7

i—f

™
wstm, = 60? |€~dif| 2 P(wif),

respectively. Here,
d;f = (fler|i) (12.7.5)
is the effective electric dipole moment of the atom when making a transition from state 4 to state f.

Equations ([e13.97]) and ([e13.98]) give the transition rates for absorption and stimulated emission, respectively, induced by a
linearly polarized plane-wave. Actually, we are more interested in the transition rates induced by unpolarized isotropic radiation. To
obtain these we must average Equations ([e13.97]) and ([e13.98]) over all possible polarizations and propagation directions of the
wave. To facilitate this process, we can define a set of Cartesian coordinates such that the wavevector k, which specifies the
direction of wave propagation, points along the z-axis, and the vector d;f, which specifies the direction of the atomic dipole
moment, lies in the z-z plane. It follows that the vector €, which specifies the direction of wave polarization, must lie in the z-y
plane, because it has to be orthogonal to k. Thus, we can write

k = (0’ 0’ k)’
d;s = (dis sin6, 0, d;y cos®),
€ = (cos ¢, sing, 0),

which implies that

led;s|? = di?c sin? @ cos? ¢. (12.7.6)
We must now average the previous quantity over all possible values of § and ¢. Thus,
i 2 2
sin® 0 cos” ¢ df?
(ledy|?) =a2 ] ¢afl (12.7.7)
av 47
where df2 =sinfdf d¢ , and the integral is taken over all solid angle. It is easily demonstrated that
d2
<|e-dif|2> :%f. (12.7.8)
Here, dii stands for
d = |(fleeli)]” +[{fleyli)| * +[{flezld)| . (12.7.9)
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Hence, the transition rates for absorption and stimulated emission induced by unpolarized isotropic radiation are

bs 2 )
w?:f 3¢ h?2 dif p(wri);
™

2
wftg} = 3eh? dif P(wif),

respectively.
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12.8: Spontaneous Emission

So far, we have calculated the rates of radiation induced transitions between two atomic states. This process is known as absorption
when the energy of the final state exceeds that of the initial state, and stimulated emission when the energy of the final state is less
than that of the initial state. Now, in the absence of any external radiation, we would not expect an atom in a given state to
spontaneously jump into an state with a higher energy. On the other hand, it should be possible for such an atom to spontaneously
jump into an state with a lower energy via the emission of a photon whose energy is equal to the difference between the energies of
the initial and final states. This process is known as spontaneous emission.

It is possible to derive the rate of spontaneous emission between two atomic states from a knowledge of the corresponding
absorption and stimulated emission rates using a famous thermodynamic argument due to Einstein . Consider a very large ensemble
of similar atoms placed inside a closed cavity whose walls (which are assumed to be perfect emitters and absorbers of radiation) are
held at the constant temperature 7T'. Let the system have attained thermal equilibrium. According to statistical thermodynamics, the
cavity is filled with so-called “black-body” electromagnetic radiation whose energy spectrum is

h w?
w2¢3 exp(hw/kpT)—1"

p(w) = (12.8.1)

where kp is the Boltzmann constant. This well-known result was first obtained by Max Planck in 1900 .

Consider two atomic states, labeled 4 and f, with E; > Ef. One of the tenants of statistical thermodynamics is that in thermal
equilibrium we have so-called detailed balance . This means that, irrespective of any other atomic states, the rate at which atoms in
the ensemble leave state 7 due to transitions to state f is exactly balanced by the rate at which atoms enter state ¢ due to transitions
from state f. The former rate (i.e., number of transitions per unit time in the ensemble) is written

Wing = Ni (W +wiy), (12.8.2)
where wfp_:} is the rate of spontaneous emission (for a single atom) between states 7 and f, and N; is the number of atoms in the

ensemble in state 7. Likewise, the latter rate takes the form

Wi = Ny wb (12.8.3)

[
where Ny is the number of atoms in the ensemble in state f. The previous expressions describe how atoms in the ensemble make
transitions from state 4 to state f due to a combination of spontaneous and stimulated emission, and make the opposite transition as
a consequence of absorption. In thermal equilibrium, we have W;_.; = W;_,; , which gives

aon _ Ny
wr = A w‘;”ji —wi,. (12.8.4)

According to Equations ([e13.107]) and ([e13.108]), we can also write

Ny T
s — [ L —d2 B
s = ( i 1) PNY d pwif). (12.8.5)

Now, another famous result in statistical thermodynamics is that in thermal equilibrium the number of atoms in an ensemble
occupying a state of energy E is proportional to exp(—E/kg T). This implies that

Ny exp(—E;/kpT)

- — exp(hwiy /ks T). 12.8.6
N, o BT CP(Rw/ksT) (12:8.6)

Thus, it follows from Equation ([e13.109]), ([e13.113]), and ([e13.114]) that the rate of spontaneous emission between states ¢ and
f takes the form

3 72
w; dif

spn

P = 12.8.7
—=f 3rehcd ( )

Note, that, although the previous result has been derived for an atom in a radiation-filled cavity, it remains correct even in the
absence of radiation. Finally, the corresponding absorption and stimulated emission rates for an atom in a radiation-filled cavity are
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abs wfsidifc 1
w, = ,
=f 7 3reyhcl exp(hwy; /kpT)—1
3 72
witm W; s dif 1

=f T 3 e hc? exp(hwif/kB T)-1 ’
respectively.

Let us estimate the typical value of the spontaneous emission rate for a hydrogen atom. We expect the dipole moment d; to be of
order e ag, where ay is the Bohr radius. [See Equation ([¢9.57]).] We also expect w;y to be of order |Ey|/h, where Ej is the energy
of the ground-state [see Equation ([e9.56])]. It thus follows from Equation ([e3.115]) that

spn

wly ~ o wiy, (12.8.8)

where @« =e2 /(4w ey he) ~1/137 is the fine-structure constant. This is an important result, because our perturbation expansion
is based on the assumption that the transition rate between different energy eigenstates is much slower than the frequency of phase

oscillation of these states: that is, that wfinf < wjy . (See Section 1.2.) This is indeed the case.
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12.9: Radiation from Harmonic Oscillator

Consider an electron in a one-dimensional harmonic oscillator potential aligned along the x-axis. According to Section [sosc], the
unperturbed energy eigenvalues of the system are

E, = (n+1/2)hwy, (12.9.1)

where wy is the frequency of the corresponding classical oscillator. Here, the quantum number 7 takes the values 0,1,2,--- Let
the 1, (z) be the (real) properly normalized unperturbed eigenstates of the system.

Suppose that the electron is initially in an excited state: that is, n > 0. In principle, the electron can decay to a lower energy state
via the spontaneous emission of a photon of the appropriate frequency. Let us investigate this effect. Now, according to Equation
(le3.115]), the system can only make a spontaneous transition from an energy state corresponding to the quantum number 7 to one
corresponding to the quantum number n’ if the associated electric dipole moment

(dz)n,n' = <n|ea:|n'> = e[oo 't/)n(x) T Py (:B) dz (12.9.2)

is non-zero [because d;; = (d,) 3 .y for the case in hand]. However, according to Equation ([e5.xxx]),

> _ A ,
[m Ynwih do = 5 (\/ﬁénm,HJr\/rTén,"/,l). (12.9.3)

Because we are dealing with emission, we must have n > n'. Hence, we obtain

An

d )= —_—
(m)nn € 2me wy

Snmii1- (12.9.4)

It is clear that (in the electric dipole approximation) we can only have spontaneous emission between states whose quantum
numbers differ by unity. Thus, the frequency of the photon emitted when the nth excited state decays is

E,—E,_
Wono1= "T"l = wp. (12.9.5)

Hence, we conclude that, no matter which state decays, the emitted photon always has the same frequency as the classical
oscillator.

According to Equation ([e3.115]), the decay rate of the nth excited state is given by

. ws,nfl (dl‘ )r?,nfl

= 12.9.6
v 3meyhes ( )
It follows that
ne?wd
Wy, = ——. (12.9.7)
67 €y me 3
The mean radiated power is simply
e?wd
P,=hwyw, = —— [E, —(1/2) hwy]. (12.9.8)
67 ey me 3

Classically, an electron in a one-dimensional oscillator potential radiates at the oscillation frequency wqy with the mean power

620.)02
P_

_ __E, 12.9.9
67 €y me C3 ( )

where F is the oscillator energy. It can be seen that a quantum oscillator radiates in an almost exactly analogous manner to the
equivalent classical oscillator. The only difference is the factor (1/2) hwp in Equation ([e13.126])—this is needed to ensure that
the ground-state of the quantum oscillator does not radiate.
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12.10: Selection Rules (Hydrogen Atoms)

Let us now consider spontaneous transitions between the different energy levels of a hydrogen atom. Because the perturbing
Hamiltonian ([e13.77]) does not contain any spin operators, we can neglect electron spin in our analysis. Thus, according to
Section [s10.4], the various energy eigenstates of the hydrogen atom are labeled by the familiar quantum numbers n, I, and m.

According to Equations ([e3.106]) and ([e3.115]), a hydrogen atom can only make a spontaneous transition from an energy state
corresponding to the quantum numbers n, I, m to one corresponding to the quantum numbers n’, I, m' if the modulus squared of
the associated electric dipole moment

d?=|(n,l,ml|ez|n’,l',m')| 24 [{(n,l,m|ey|n/,l',m')]| 24 [{n,l,m|ezn',l',m")| 2 (12.10.1)

is non-zero. Now, we have already seen, in Section [s12.5], that the matrix element (n, [, m|z|n’,I’,m’) is only non-zero provided
that m’=m and ' =141. It turns out that the proof that this matrix element is zero unless I’ =141 can, via a trivial
modification, also be used to demonstrate that (n,l,m|z|n',l';m') and (n,l,m|y|n',I',m') are also zero unless I' =1+1.

Consider
Ty =z +iy. (12.10.2)
It is easily demonstrated that
[L,,zs] =xhazy. (12.10.3)
Hence,
(n,l,m|[L,,z4]| —hzy|n,l',my=h(m—-—m'—1)(n,I,m|z|n,l',/m) =0, (12.10.4)
and

(n,l,m|[L,,z_|+hz_|n,l'mY=h(m—m'+1){(n,l,m|z_|n',l',m')

0. (12.10.5)

Clearly, (n,l,m|z,|n/,l';m') is zero unless m' =m —1, and (n,l,m|z_|n',I';m') is zero unless m’' =m+1. Now,
(n,l,m|z|n',I',;m"Yand (n,l,m|y|n',I',;m') are obviously both zero if (n,l,m|z,|n',I';m')and (n,l,m|z_|n',I', m') are both
zero. Hence, we conclude that {(n, [, m|z|n’,I',m')and (n, I, m|y|n',l', m'})are only non-zero if m' =m +1.

The previous arguments demonstrate that spontaneous transitions between different energy levels of a hydrogen atom are only
possible provided

U =1+1,
m =m, m+1.
These are termed the selection rules for electric dipole transitions (i.e., transitions calculated using the electric dipole
approximation). Note, finally, that because the perturbing Hamiltonian does not contain any spin operators, the spin quantum
number m, cannot change during a transition. Hence, we have the additional selection rule that m}; = m.
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12.11: 2P-1S Transitions in Hydrogen

Let us calculate the rate of spontaneous emission between the first excited state (i.e., n = 2) and the ground-state (i.e., n' =1) of a
hydrogen atom. Now, the ground-state is characterized by I’ =m' = 0 . Hence, in order to satisfy the selection rules ( )
and ( ), the excited state must have the quantum numbers [ =1 and m = 0, +1. Thus, we are dealing with a spontaneous
transition from a 2P to a 1S state. Note, incidentally, that a spontaneous transition from a 2.5 to a 1§ state is forbidden by our
selection rules.

According to Section , the wavefunction of a hydrogen atom takes the form
wn,l,m(ra 07 ¢) = Rn,l(r) Y'l,m(07 ¢)7 (12111)
where the radial functions R,, ; are given in Section , and the spherical harmonics Y] ,,, are given in Section . Some

straightforward, but tedious, integration reveals that

7

2
(1,0,0]z|2,1,+1) =+=—

ag,
35

27
(1,0,0]y|2,1,+1) =i ? ag,

27
(1,0,0/22,1,0) = \/E? ag,

where ag is the Bohr radius specified in Equation ( ). All of the other possible 2P — 1.5 matrix elements are zero because of
the selection rules. It follows from Equation ( ) that the modulus squared of the dipole moment for the 2P — 1.5
transition takes the same value

215
2 :F (eap)? (12.11.2)

form =0, 1, or —1. Clearly, the transition rate is independent of the quantum number m. It turns out that this is a general result.

Now, the energy of the eigenstate of the hydrogen atom characterized by the quantum numbers n, [, m is E = Ey/n?, where the

ground-state energy Ej is specified in Equation ( ). Hence, the energy of the photon emitted during a 2P — 1.5 transition is
3
hw:E0/4—E0:—ZE0:10.2eV. (12.11.3)
This corresponds to a wavelength of 1.215 x 107" m.
Finally, according to Equation ( ), the 2P — 1.5 transition rate is written
372
w?d
w =—, 12.11.4
2P—18 3meo hed ( )
which reduces to
2\° 2
Wap 15 = (5) b % —6.27x 1057 (12.11.5)
with the aid of Equations ( ) and ( ). Here, @ =1/137 is the fine-structure constant. Hence, the mean life-time of
a hydrogen 2P state is
T2P:(w2P‘)15)_1 =1.6ns. (12116)

Incidentally, because the 2 P state only has a finite life-time, it follows from the energy-time uncertainty relation that the energy of
this state is uncertain by an amount

AEsp ~ % ~4x10 " eV. (12.11.7)

This uncertainty gives rise to a finite width of the spectral line associated with the 2P — 1.5 transition. This natural line-width is of
order
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AN AEyp

A hw

4x10°8 (12.11.8)
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12.12: Intensity Rules

Now, we know, from Section [s12.8], that when we take electron spin and spin-orbit coupling into account the degeneracy of the
six 2 P states of the hydrogen atom is broken. In fact, these states are divided into two groups with slightly different energies. There
are four states characterized by the overall angular momentum quantum number j = 3/2—these are called the 2P, states. The
remaining two states are characterized by j=1/2, and are thus called the 2P, /2 states. The energy of the 2P; , states is slightly
higher than that of the 2P /; states. In fact, the energy difference is

2
AE:—OI—G Ey=4.53 x 107 eV. (12.12.1)
Thus, the wavelength of the spectral line associated with the 2P — 1§ transition in hydrogen is split by a relative amount
AN AE
—— =_——=4.4x1075. 12.12.2
X hw 8 ( )

Note that this splitting is much greater than the natural line-width estimated in Equation ([e13.144a]), so there really are two
spectral lines. How does all of this affect the rate of the 2P — 1S transition?

Well, we have seen that the transition rate is independent of spin, and hence of the spin quantum number m,, and is also
independent of the quantum number m. It follows that the transition rate is independent of the z-component of total angular
momentum quantum number m; = m +m, . However, if this is the case then the transition rate is plainly also independent of the
total angular momentum quantum number j. Hence, we expect the 2P; 5 — 1S and 2P, 2 1§ transition rates to be the same.
However, there are four 2P;/> states and only two 2P/ states. If these states are equally populated—which we would certainly
expect to be the case in thermal equilibrium, because they have almost the same energies—and given that they decay to the 1.5
state at the same rate, it stands to reason that the spectral line associated with the 2P3/, — 1§ transition is twice as bright as that
associated with the 2P, , — 1 transition.
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12.13: Forbidden Transitions

Atomic transitions which are forbidden by the electric dipole selection rules ([e13.133]) and ([e13.134]) are unsurprisingly known
as forbidden transitions. It is clear from the analysis in Section 1.8 that a forbidden transition is one for which the matrix element
(f|e-p|i) is zero. However, this matrix element is only an approximation to the true matrix element for radiative transitions, which
takes the form (f|e-p exp(ik-r)|?). Expanding exp(ik-r), and keeping the first two terms, the matrix element for a forbidden
transition becomes

(flep exp(ikr)[i) ~ i (f](ep) (kr)i). (12.13.1)

Hence, if the residual matrix element on the right-hand side of the previous expression is non-zero then a “forbidden” transition can
take place, albeit at a much reduced rate. In fact, in Section 1.9, we calculated that the typical rate of an electric dipole transition is

wip ~a®wg. (12.13.2)

Because the transition rate is proportional to the square of the radiative matrix element, it is clear that the transition rate for a
forbidden transition enabled by the residual matrix element ([e13.146]) is smaller than that of an electric dipole transition by a
factor (kr)2. Estimating r as the Bohr radius, and k as the wavenumber of a typical spectral line of hydrogen, it is easily
demonstrated that

wip ~a’ wip (12.13.3)

for such a transition. Of course, there are some transitions (in particular, the 25 — 1.5 transition) for which the true radiative
matrix element (f|e-p exp(ik-r)|i) is zero. Such transitions are absolutely forbidden.

Finally, it is fairly obvious that excited states which decay via forbidden transitions have much longer life-times than those which
decay via electric dipole transitions. Because the natural width of a spectral line is inversely proportional to the life-time of the
associated decaying state, it follows that spectral lines associated with forbidden transitions are generally much sharper than those
associated with electric dipole transitions.
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12.E: Time-Dependent Perturbation Theory (Exercises)

1. Consider the two-state system examined in Section 1.3.[ex8.1] Suppose that
(1] Hy 1) = e,
(2| Hy 2) = ez,

1 .
(1| Hy |2) = (2| Hy |1)* = 57?’» exp(iwt),

where ej1, €22, 7, and w are real. Show that

dc - N

i = %epoi (w—Co1) 8],
de N .

i % = %exp[—i (w—91) t]ey,

where ¢; = ¢ exp(iey; t/h), ¢a =cy exp(iegnt/h), and

. Eytepn—FE;—en
Wwo1 = A .

Hence, deduce that if the system is definitely in state 1 at time ¢ = 0 then the probability of finding it in state 2 at some
subsequent time, £, is

(12.E.1)

v’ < 2 2 .~ yop1/2t
Py(t)= msm <[7 + (w—@21)?] 5) (12.E.2)

2. Consider an atomic nucleus of spin-s and gyromagnetic ratio g placed in the magnetic field
B =Bje. + B [cos(wt) e, —sin(wt) e,], (12.E.3)

where By < By . Let X, be a properly normalized simultaneous eigenstate of S 2 and S,, where S is the nuclear spin. Thus,
S 2 Xs,m = 8 (s+1)A 2 Xs,m and S, Xsm =M R Xsm, where —s <m < s . Furthermore, the instantaneous nuclear spin state

is written
X= Y. m(r)Xom (12.E.4)
m=—s,s
where . o o [cm| o1,
1. Demonstrate that
d i .
=S (s —mm-1) e e,

Hs(s+1)—m(m+1)]"2e <°"“°“cm+1)

for —s <m <s,wherewy =gun Bo/h,y=gun Bi/h,and uy =eh/(2my).
2. Consider the case s = 1/2. Demonstrate that if w = wy and ¢;/2(0) = 1 then

Cl/z(t) :COS(")’t/2), C_l/z(t) =i sin('yt/2).
3. Consider the case s = 1. Demonstrate that if w = wg and ¢1(0) =1 then
1(t) = cos® (v¢/2),
co(t) =1v/2 cos(vt/2) sin(yt/2),
c_1(t) = —sin®(yt/2).

4. Consider the case s = 3/2. Demonstrate that if w = wy and c3/2(0) =1 then

2}
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cy/a(t) = cos® (vt/2),

(t) =iv/3 cos(yt/2) sin’(yt/2),
(t) = —v/3 cos’(vt/2) sin(vt/2),
(

c_3/2(t) = —i sin® (v 1/2).

C1/2
t

C_1/2

)
)
)
)

3. Demonstrate that a spontaneous transition between two atomic states of zero orbital angular momentum is absolutely forbidden.
(Actually, a spontaneous transition between two zero orbital angular momentum states is possible via the simultaneous emission
of two photons, but takes place at a very slow rate .)
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CHAPTER OVERVIEW

13: Variational Methods

We have seen, in Sect. 8.3, that we can solve Schrédinger's equation exactly to find the stationary eigenstates of a hydrogen atom.
Unfortunately, it is not possible to find exact solutions of Schrodinger's equation for atoms more complicated than hydrogen, or for
molecules. In such systems, the best that we can do is to find approximate solutions. Most of the methods which have been
developed for finding such solutions employ the so-called variational principle discussed below.

13.1: Variational Principle
13.2: Helium Atom
13.3: Hydrogen Molecule Ion
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13.1: Variational Principle
Suppose that we wish to solve the time-independent Schrédinger equation
Hy=Eq, (13.1.1)

where H is a known (presumably complicated) time-independent Hamiltonian. Let ¢ be a properly normalized trial solution to the
previous equation. The variational principle states, quite simply, that the ground-state energy, Ey, is always less than or equal to the
expectation value of H calculated with the trial wavefunction: that is,

Eo < ($|H[¢). (13.1.2)

Thus, by varying 1 until the expectation value of H is minimized, we can obtain approximations to the wavefunction and the
energy of the ground-state.

Let us prove the variational principle. Suppose that the 1, and the E,, are the true eigenstates and eigenvalues of H: that is,

Hpp =B, ¢n. (13.1.3)
Furthermore, let
Ey<Ei<Ey<---, (13.1.4)
so that 1) is the ground-state, 1 the first excited state, et cetera. The ,, are assumed to be orthonormal: that is,
(¥on|thm) = Snm- (13.1.5)
If our trial wavefunction %) is properly normalized then we can write
:ch U, (13.1.6)

where

> lenl* =1. (13.1.7)

n

Now, the expectation value of H, calculated with 1, takes the form

(Y| H|9) <ch¢n Zcm¢m>=2c;cm<¢nlm¢m>
:Z cnem E wnl"/’m ZE ‘Cn|

where use has been made of Equations 13.1.3and 13.1.5 So, we can write

(| H|y) = |co|* Bo+  |en| En. (13.1.8)

n>0

However, Equation 13.1.7can be rearranged to give

e > =1 |ea|®. (13.1.9)
n>0
Combining the previous two equations, we obtain
(Y| H|$) = Eo+ Y |eal* (B — Eo).- (13.1.10)
n>0

The second term on the right-hand side of the previous expression is positive definite, because E,, —Ey >0 for all n >0
(Equation 13.1.4). Hence, we obtain the desired result

(Y|H|¢p) > Eo. (13.1.11)
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Suppose that we have found a good approximation, ,, to the ground-state wavefunction. If 1) is a normalized trial

wavefunction that is orthogonal to 7,2)0 (e, (1,b|zlv0> = 0) then, by repeating the previous analysis, we can easily demonstrate
that

(Y[H|¢p) > Ey. (13.1.12)

Thus, by varying % until the expectation value of H is minimized, we can obtain approximations to the wavefunction and the
energy of the first excited state. Obviously, we can continue this process until we have approximations to all of the stationary
eigenstates. Note, however, that the errors are clearly cumulative in this method, so that any approximations to highly excited
states are unlikely to be very accurate. For this reason, the variational method is generally only used to calculate the ground-
state and first few excited states of complicated quantum systems.

Contributors and Attributions

o Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 13.1: Variational Principle is shared under a not declared license and was authored, remixed, and/or curated by Richard
Fitzpatrick.

13.1.2 https://phys.libretexts.org/@go/page/15806


https://libretexts.org/
https://phys.libretexts.org/@go/page/15806?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.01%3A_Variational_Principle
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.01%3A_Variational_Principle?no-cache
http://farside.ph.utexas.edu/

LibreTextsw

13.2: Helium Atom

A helium atom consists of a nucleus of charge +2 e surrounded by two electrons. Let us attempt to calculate its ground-state
energy.

Let the nucleus lie at the origin of our coordinate system, and let the position vectors of the two electrons be ry and rs,
respectively. The Hamiltonian of the system thus takes the form

2 2

H:—2h (V12+V22)—6—(3+3—;), (13.2.1)
e dreg \r1 79 |r2—r1|

where we have neglected any reduced mass effects. The terms in the previous expression represent the kinetic energy of the first

electron, the kinetic energy of the second electron, the electrostatic attraction between the nucleus and the first electron, the

electrostatic attraction between the nucleus and the second electron, and the electrostatic repulsion between the two electrons,

respectively. It is the final term that causes all of the difficulties. Indeed, if this term is neglected then we can write

H=H,+H,, (13.2.2)
where
h? 2e?
Hiy=— 2 _ . 13.2.3
12 2m, L2 ygp €0 71,2 ( )

In other words, the Hamiltonian just becomes the sum of separate Hamiltonians for each electron. In this case, we would expect the
wavefunction to be separable: that is,

P(r1,r2) =1 (r1) P2 (r2). (13.2.4)
Hence, Schrodinger’s equation,
Hy=Eq, (13.2.5)
reduces to
Hy 2912 =E12%1, (13.2.6)
where
E=FE +E,. (13.2.7)

Of course, Equation 7”77 is the Schrodinger equation of a hydrogen atom whose nuclear charge is +2 e, instead of +e. It follows,
from Section [510.4] (making the substitution e 2 — 2 e %), that if both electrons are in their lowest energy states then

Y1(r1) =o(r1),
P (ra) = 1ho(ra),

where
4 2r
Yo(r) = —3/2€XP< ) (13.2.8)
V2mag a0
Here, ay is the Bohr radius. [See Equation ([€9.57]).] Note that 1 is properly normalized. Furthermore,

Ey = Ey =4 Ey, (13.2.9)
where Ey = —13.6 eV is the hydrogen ground-state energy. [See Equation ([¢9.56]).] Thus, our crude estimate for the ground-state
energy of helium becomes

E=4FEy+4Ey=8E,=-108.8¢V. (13.2.10)

Unfortunately, this estimate is significantly different from the experimentally determined value, which is —78.98 eV. This fact
demonstrates that the neglected electron-electron repulsion term makes a large contribution to the helium ground-state energy.
Fortunately, however, we can use the variational principle to estimate this contribution.

https://phys.libretexts.org/@go/page/15807
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Let us employ the separable wavefunction discussed previously as our trial solution. Thus,

Y(r1,r2) =Po(r1) Yo(r2) = 7r8 5 exp(—M). (13.2.11)

ag ao
The expectation value of the Hamiltonian 13.2.1thus becomes
(H) =8 Eo + (Vee), (13.2.12)
where

62

d3r1d3r,. (13.2.13)

>_ e? [ |p(ri,r2)|”

T dre |re — 1]

) = (v

4mep |rg — 11|
The variation principle only guarantees that Equation 13.2.12yields an upper bound on the ground-state energy. In reality, we hope
that it will give a reasonably accurate estimate of this energy.
It follows from Equations ([€9.56]), 13.2.11, and 13.2.13that
4 E, 2 (71473) .
(Vo) = ——=2 / E d3t) d3ts, (13.2.14)
r

—I‘2|

where T 9 = 217 2/a. Neglecting the hats, for the sake of clarity, the previous expression can also be written

4E 2 (r1+72)
(Vee) = — . / d3r1 d3r2, (13.2.15)
\/7"1 +r2 27179 cosf
where 6 is the angle subtended between vectors ry and rs. If we perform the integral in ry space before that in ro space then
4FE
(Vee) =——+ [ €™ I(xs) d’ry, (13.2.16)
s
where
e—2 T

d?r;. (13.2.17)

SN
\/r12+7“22 —271 79 cosf

Our first task is to evaluate the function I(rs). Let (71, 61, ¢1) be a set of spherical coordinates in r; space whose axis of
symmetry runs in the direction of ry. It follows that # = 6; . Hence,

27 —2 T
1'2 / / / \/ 12 dT‘l sin01 d01 d¢1, (13218)

] +r2 —27r1 79 cOSH

which trivially reduces to

72 r1
I'2 = 27"/ / \/ 12 dry sinfq df,. (13219)

r —1—7‘2 27179 cosb

Making the substitution ;& = cos 6y, we can see that

! sin 01 d91 =

s [t
0 \/r12+7“22—27'1r2 cosf; -1 \/7‘12—4-7'22—27'17'2;1

(13.2.20)

Now,

https://phys.libretexts.org/@go/page/15807
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-1

/1 du \/1‘12+7'22—27‘17‘2/,L
4 [r2 2o B Ty T
\/7'1 + 7y TLITY U "
_ (ritm) —|m —m
T1T2
_ [2/r1 \hspace{lecm} forr; >
- 2/rq forry <my
giving
1 T2 00
I(ry) =4nm (—/ e 2" r2dr +/ e 2y drl). (13.2.21)
”'2 0 o
But,
Bz
/e‘ﬂ“zdx :_e,BZ (1+8z),
e h=
/e‘ﬂwmjdx =— E (2+2Bz+B2%x?),
yielding
I(rz) = Tﬂ[l—e’m (1+72)] (13.2.22)
2

Because the function I(ry) only depends on the magnitude of ry, the integral in Equation 13.2.16reduces to

16E, [
(Vee) =— 0 °/ e 2" I(ry) r} drs, (13.2.23)
™ 0
which yields
°° 5
(Vee>:—16E0/ e [1—e 2" (1+7,)] ro dry = =3 Ep. (13.2.24)
0

Hence, from Equation 13.2.12 our estimate for the ground-state energy of helium is
5 11
<H> :8E0—§E0 = 7E0 =—-T74.8¢eV. (13225)
This is remarkably close to the correct result.

Shielding and Effective Nuclear Charge

We can actually refine our estimate further. The trial wavefunction 13.2.11 essentially treats the two electrons as non-interacting
particles. In reality, we would expect one electron to partially shield the nuclear charge from the other, and vice versa. Hence, a
better trial wavefunction might be

A Z[r +
Y(ri,re) = — eXp(—M>, (13.2.26)
ma, ap

where Z < 2 is effective nuclear charge number seen by each electron. Let us recalculate the ground-state energy of helium as a
function of Z, using the previous trial wavefunction, and then minimize the result with respect to Z. According to the variational
principle, this should give us an even better estimate for the ground-state energy.

We can rewrite the expression 13.2.1 for the Hamiltonian of the helium atom in the form
H=H(Z)+H(2)+ V.. +U(2), (13.2.27)

where

https://phys.libretexts.org/@go/page/15807
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K2 9 Ze?

Hs(Z2)=——— iy S— 13.2.2
1’2( ) 2me 1,2 4T €0 71,2 ( 3 8)
is the Hamiltonian of a hydrogen atom with nuclear charge +Z e,
e? 1
Vee=— —— 13.2.29
il o v— ( )
is the electron-electron repulsion term, and
e2 ([Z2-2] [Z-2
UZ)= . 13.2.30
(2) 47T6()( 71 + 7'2) ( )
It follows that
(H)(Z) =2 Ey(2) + (Vee) (2) + (U)(2), (13.2.31)

where Ey(Z) = Z 2 E, is the ground-state energy of a hydrogen atom with nuclear charge +Z e, (V.. )(Z) = —(5 Z/4) Ey is the
value of the electron-electron repulsion term when recalculated with the wavefunction in Equation 13.2.26[actually, all we need to
do is to make the substitution ag — (2/Z) ag ], and

<U>(Z):2(Z—2)( e’ )<1> (13.2.32)

47 € r

Here, (1/7) is the expectation value of 1/r calculated for a hydrogen atom with nuclear charge +Z e. It follows from Equation
([e9.74]) [with n = 1, and making the substitution ay — ay/Z ] that

<l> _Zz (13.2.33)

r ag’
Hence,

(U)(Z)=-4Z(Z-2) Ey, (13.2.34)
because Ey = —e?/(8m €y ag). Collecting the various terms, our new expression for the expectation value of the Hamiltonian
becomes

9 5 5 27
(H)(Z)=12Z —ZZ—4Z(Z—2) Ey=(-2Z7 —1—?2 Ey. (13.2.35)
The value of Z that minimizes this expression is the root of
d(H) 27
97 - <_4Z+T) Ey=0. (13.2.36)
It follows that
27
Z =— =1.69. 13.2.37
16 ( )

The fact that Z < 2 confirms our earlier conjecture that the electrons partially shield the nuclear charge from one another. Our new
estimate for the ground-state energy of helium is

(H)(1.69) = % (%)GEO = —T7.5¢V. (13.2.38)

This is clearly an improvement on our previous estimate in Equation 13.2.25 (Recall that the correct result is —78.98¢eV.)

Obviously, we could get even closer to the correct value of the helium ground-state energy by using a more complicated trial
wavefunction with more adjustable parameters.

Note, finally, that because the two electrons in a helium atom are indistinguishable fermions, the overall wavefunction must be
anti-symmetric with respect to exchange of particles. (See Chapter [smany].) Now, the overall wavefunction is the product of the
spatial wavefunction and the spinor representing the spin-state. Our spatial wavefunction ([e14.44]) is obviously symmetric with

https://phys.libretexts.org/@go/page/15807
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respect to exchange of particles. This means that the spinor must be anti-symmetric. It is clear, from Section [shalf], that if the spin-
state of an [ = 0 system consisting of two spin one-half particles (i.e., two electrons) is anti-symmetric with respect to interchange
of particles then the system is in the so-called singlet state with overall spin zero. Hence, the ground-state of helium has overall
electron spin zero.
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13.3: Hydrogen Molecule Ion

The hydrogen molecule ion consists of an electron orbiting about two protons, and is the simplest imaginable molecule. Let us
investigate whether or not this molecule possesses a bound state: that is, whether or not it possesses a ground-state whose energy is
less than that of a hydrogen atom and a free proton. According to the variation principle, we can deduce that the H; ion has a
bound state if we can find any trial wavefunction for which the total Hamiltonian of the system has an expectation value less than
that of a hydrogen atom and a free proton.

Z-axis

proton

e electron

z =0 proton

Figure 26: The hydrogen molecule ion.

Suppose that the two protons are separated by a distance R. In fact, let them lie on the z-axis, with the first at the origin, and the
second at z = R. See Figure [fh2p]. In the following, we shall treat the protons as essentially stationary. This is reasonable because
the electron moves far more rapidly than the protons. Incidentally, the neglect of nuclear motion when calculating the electronic
energy of the molecule is known as the Born-Oppenheimer approximation.

Let us try

P(r)+ = Aftho(r1) £ 1o (r2)] (13.3.1)
as our trial wavefunction, where
_r
vra)'?

is a normalized hydrogen ground-state wavefunction centered on the origin, and ry » are the position vectors of the electron with
respect to each of the protons. See Figure [fh2p]. Obviously, this is a very simplistic wavefunction, because it is just a linear
combination of hydrogen ground-state wavefunctions centered on each proton . Note, however, that the wavefunction respects the
obvious symmetries in the problem.

Wo(r) = e/ (13.3.2)

Our first task is to normalize our trial wavefunction. We require that

/|¢i|2d3r= 1. (13.3.3)
Hence, from Equation ([e14.57]), A=1 -1/2 , where
1= [ [[oten) 1+ Foo(e2) * £ 2400 via)] (1.8.4)
It follows that
I=2(1+J), (13.3.5)

13.3.1 https://phys.libretexts.org/@go/page/15808
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with
J= /¢0(r1)¢0(r2)d3r. (13.3.6)

Let us employ the standard spherical coordinates ( 7, 6, ¢). Now, it is easily seen that 7 =7 and
ry=(r?+R?—27R cosf)'/? . Hence,

J:2/ /exp[—w—(a:2+X2—2chos9)1/2]xzdmsinedo, (13.3.7)
0 0

where X = R/ag. Here, we have already performed the trivial ¢ integral. Let y = (22 4+ X 2 =2z X cos6)'/2 . It follows that
d(y%) =2ydy =2z X sinfdf, giving

N 24X 222X cos 6)Y/? 1 o
/e(’”+ 22X cosO) Gnpdh = — e Yydy
0 z X |z—X]|
1
== [e—<w+X> A+z+X)—e X (142 —X|)] .
Thus,
9 X
I =g [Tt X ) -1 X o) e de
0

2 o0
- / e_“[e_X(l—i—X—i—a:)—eX(l—X—i—m)]mdac,
X Jx

which evaluates to

X3
J=eX (1 +X+T>. (13.3.8)
Now, the Hamiltonian of the electron is written
h? e? /1 1
H=— 2_ - (=4 =). 13.3.9
2mev 471'60(7‘1+7‘2> ( )
Note, however, that
h 2 ) 62
_ - =F 13.3.1
( oy \4 Ir e 7'1,2) Yo (r1,2) = Eo Yo(r1,2), (13.3.10)

because ) (r1 2) are hydrogen ground-state wavefunctions. It follows that

2 2
1ps =a[-F— v (2 D) |t £t
B e? Yo(r1) | to(rz)
=Eoy-4 (471'60) [ o = 1 ]
Hence,
(H) = Ey +4 A? (D+E) Ey, (13.3.11)
where
D:<¢o(r1) @ ¢o(rl)>,
T
E:<¢o<r1) o ¢o(r2)>.
1
Now,
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o) I -2z
D:2/ / ° 2% dz sin0do, (13.3.12)
o Jo (z24+X2—-2zX cosh)l/2
which reduces to
4 X o)
D:—/ e’2zw2dm+4/ e 2% rdr, (13.3.13)
X Jo b'e
giving
1
D= Y(l —[1+X]e2¥). (13.3.14)
Furthermore,
E:2/ / exp[fmf(m2+X272acX c056)1/2] x dz sinfdo, (13.3.15)
0o Jo
which reduces to
2 X
E :—Xe’X/ [e?*(1+X+z)—(1+X—z)|do
0
_3 = 2z [ —X X _
e e (1+X+z)—e (1-X+a)|da,
X Jx
yielding
E=(1+X)e ™. (13.3.16)
Our expression for the expectation value of the electron Hamiltonian is
(D+E)
H)y=|142—"| E 13.3.17
() = 1422 B (13.3.17)

where J, D, and E are specified as functions of X = R/aq in Equations ([e14.66]), ([e14.75]), and ([e14.78]), respectively. In
order to obtain the total energy of the molecule, we must add to this the potential energy of the two protons. Thus,

e? 2
E =(H =(H)— = E 13.3.1
ot = (H) + - = (H) 5 B, (13.3.18)
because Ey = —e 2 /(8 €p ag). Hence, we can write
Eiota = —F4+(R/ay) Ey, (13.3.19)

where Ej is the hydrogen ground-state energy, and

2 (1+X)e2X+(1-2X2/3)e X
F(X)=-1+= . 13.3.20
wX) =1+ 1+(1+X+X2/3)eX ( )

The functions F'; (X) and F_(X) are both plotted in Figure [fh2pa]. Recall that in order for the H, ion to be in a bound state it
must have a lower energy than a hydrogen atom and a free proton: that is, Eyota1 < Eg . It follows from Equation ([e14.81]) that a
bound state corresponds to F. < —1. Clearly, the even trial wavefunction 1), possesses a bound state, whereas the odd trial
wavefunction 1_ does not. [See Equation ([e14.57]).] This is hardly surprising, because the even wavefunction maximizes the
electron probability density between the two protons, thereby reducing their mutual electrostatic repulsion. On the other hand, the
odd wavefunction does exactly the opposite. The binding energy of the H," ion is defined as the difference between its energy and
that of a hydrogen atom and a free proton: that is,

Bhinda = Etota1 — Ey = —(F+ +1) Ep. (13.3.21)

According to the variational principle, the binding energy is less than or equal to the minimum binding energy that can be inferred
from Figure [fh2pa]. This minimum occurs when X ~ 2.5 and F'; ~ —1.13. Thus, our estimates for the separation between the
two protons, and the binding energy, for the H; jon are R=2.5ap=1.33x10"%m and Ey,q =0.13 E; =—1.77 €V,
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respectively. The experimentally determined values are R =1.06 x 107! m, and Ej;,q = —2.8 eV, respectively . Clearly, our
estimates are not particularly accurate. However, our calculation does establish, beyond any doubt, the existence of a bound state of
the H2+ ion, which is all that we set out to achieve.

0 ———

V| T T T T T T
)
L ¥ 4
[

_0'5 —

_1’5 1 1 1 | 1 1 L | 1 1 1

Figure 27: The functions F (X) (solid curve) and F_ (X) (dashed curve).
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CHAPTER OVERVIEW

14: Scattering Theory

Historically, data regarding quantum phenomena has been obtained from two main sources. Firstly, from the study of spectroscopic
lines, and, secondly, from scattering experiments. We have already developed theories that account for some aspects of the spectra
of hydrogen, and hydrogen-like, atoms. Let us now examine the quantum theory of scattering.

14.1: Fundamentals of Scattering Theory

14.2: Born Approximation

14.3: Partial Waves

14.4: Optical Theorem

14.5: Determination of Phase-Shifts

14.6: Hard-Sphere Scattering

14.7: Low-Energy Scattering

14.8: Resonances
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14.1: Fundamentals of Scattering Theory

Consider time-independent, energy conserving scattering in which the Hamiltonian of the system is written

H=H;+V(r), (14.1.1)
where
2 2
p- _ h 2
Hy=—=——— 14.1.2
0 2m 2mv ( )

is the Hamiltonian of a free particle of mass m, and V(r) the scattering potential. This potential is assumed to only be non-zero in
a fairly localized region close to the origin. Let

Po(r) = ne'kr (14.1.3)
represent an incident beam of particles, of number density n, and velocity v = Ak/m . [See Equation ([e14.14gg]).] Of course,
Hy g = E 1y, (14.1.4)
where E = k2 k2/(2m) is the particle energy. Schrodinger’s equation for the scattering problem is
(Hy+V)y=Eq, (14.1.5)
subject to the boundary condition 1 — 19 as V' — 0.
The previous equation can be rearranged to give
2
(v2+k2)¢:h—’fv¢. (14.1.6)
Now,
(VE+E?) u(r) =p(r) (14.1.7)

is known as the Helmholtz equation. The solution to this equation is well known

d

) =uole) [

p(r')d3r. (14.1.8)
4 |r—1/|

Here, ug(r) is any solution of (V2 +k?2)ug = 0 . Hence, Equation (|¢15.6]) can be inverted, subject to the boundary condition
P = as V — 0, to give

2% eik\ r—r'|

_am e v N,
2 ) v V(i )y(')dr (14.1.9)

P(r) = o (r)

Let us calculate the value of the wavefunction )(r) well outside the scattering region. Now, if » > 7' then
r—r'|~r—1-r (14.1.10)

to first-order in 7' /7, where £/ is a unit vector that points from the scattering region to the observation point. It is helpful to define
k' = k. This is the wavevector for particles with the same energy as the incoming particles (i.e., X = k) that propagate from the
scattering region to the observation point. Equation ([e15.9]) reduces to

p(r) ~ /0 [e“”+ ™ f(k,k’)} , (14.1.11)
where
n_ m —ikr ’ N 731
flk, k)= —271'\/57‘;2/6 V(') p(x')d r. (14.1.12)

The first term on the right-hand side of Equation ([e15.11]) represents the incident particle beam, whereas the second term
represents an outgoing spherical wave of scattered particles.
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The differential scattering cross-section, do/df2, is defined as the number of particles per unit time scattered into an element of
solid angle d{2, divided by the incident particle flux. From Section [s7.2], the probability flux (i.e., the particle flux) associated
with a wavefunction 1 is

h
j=—TIm(y" Vy). (14.1.13)
Thus, the particle flux associated with the incident wavefunction g is

j=nv, (14.1.14)

where v = ki k/m is the velocity of the incident particles. Likewise, the particle flux associated with the scattered wavefunction
Y —1y is
2
g 0 K)7

j=n pr v, (14.1.15)
where v/ = Ak’ /m is the velocity of the scattered particles. Now,
do r2dn|j|
— d=— 14.1.16
an F (4119
which yields
do 2
— =|f(k,k)|". 14.1.1
2 = 0,1 (14.1.17)

Thus, | f(k, k)| ? gives the differential cross-section for particles with incident velocity v = fik /m to be scattered such that their
final velocities are directed into a range of solid angles d{2 about v/ = i k’/m . Note that the scattering conserves energy, so that
V' =[v] and [K'| = [K|.
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14.2: Born Approximation

Equation ([e15.17]) is not particularly useful, as it stands, because the quantity f(k,k’) depends on the, as yet, unknown
wavefunction t(r). [See Equation ([e5.12]).] Suppose, however, that the scattering is not particularly strong. In this case, it is
reasonable to suppose that the total wavefunction, ¥(r), does not differ substantially from the incident wavefunction, ¥ (r). Thus,
we can obtain an expression for f(k, k') by making the substitution 1(r) — 1o (r) = y/n exp(ik-r) in Equation ([e5.12]). This
procedure is called the Born approximation .

The Born approximation yields

flk, k') ~ mn ei(kfkl)'r’V(r')d?’r'. (14.2.1)
2rh?
Thus, f(k, k') becomes proportional to the Fourier transform of the scattering potential V'(r) with respect to the wavevector
q=k-k .
For a spherically symmetric potential,
£ k) = — - ";12 ///exp(iqr’ cos@) V(') r' 2 dr' sing d¢f de, (14.2.2)

s

giving
!/ 2m oo / / . / /
f(k,k)z—th r V(r')sin(gr') dr'. (14.2.3)
0

Note that f(k’, k) is just a function of g for a spherically symmetric potential. It is easily demonstrated that
g=|k—k'| =2k sin(6/2), (14.2.4)

where @ is the angle subtended between the vectors k and k'. In other words, @ is the scattering angle. Recall that the vectors k and
k' have the same length, via energy conservation.

Consider scattering by a Yukawa potential ,

Vir)= VO“Z—&"‘T), (14.2.5)

where Vj is a constant, and 1/u measures the “range” of the potential. It follows from Equation ([e17.38]) that

2mV 1
f(0)=-— 5 (14.2.6)
Rep q*+p
because
* q
exp(—pr') sin(qr')dr' = ———. 14.2.7
[ exploury sinfary ar' = (14.2.7)
Thus, in the Born approximation, the differential cross-section for scattering by a Yukawa potential is
d 2 2 1
do ( mVO) , (14.2.8)
an R2u ) [2k2(1—cosf)+pu?]?
given that
q?=4k?sin%(0/2) =2k2 (1 —cosb). (14.2.9)

The Yukawa potential reduces to the familiar Coulomb potential as  — 0, provided that Vo /u — Z Z' €2 /(47 €9). In this limit,
the Born differential cross-section becomes

d 2mZZ e\’ 1
7 ~( mesce ) (14.2.10)

A2~ \ 4dneh? 16 k4 sin4(0/2)'

Recall that i k is equivalent to |p|, so the previous equation can be rewritten
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d"~<ZZ'e2)2 1 (14.2.11)
d?  \16re¢ E Sin4(e/2)’ -

where E =p2/2m is the kinetic energy of the incident particles. Of course, Equation ([e17.46]) is identical to the famous
Rutherford scattering cross-section formula of classical physics .

The Born approximation is valid provided that ¢ (r) is not too different from ) (r) in the scattering region. It follows, from
Equation ([e15.9]), that the condition for ¢ (r) ~ 1o(r) in the vicinity of r = 0 is

m /exp(ikr’)

/ 3./
52 r’ V(r)d’r

<1 (14.2.12)

Consider the special case of the Yukawa potential. At low energies, (i.e., k < p) we can replace exp(ikr') by unity, giving

2m Vol
i (14.2.13)

as the condition for the validity of the Born approximation. The condition for the Yukawa potential to develop a bound state is

2m |V
2m Vo >2.7, (14.2.14)
R2 p?
where Vj is negative . Thus, if the potential is strong enough to form a bound state then the Born approximation is likely to break
down. In the high-k limit, Equation ([e17.47]) yields
2m |Vy|
— — <L 14.2.15
T ak ( )

This inequality becomes progressively easier to satisfy as k increases, implying that the Born approximation is more accurate at
high incident particle energies.
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14.3: Partial Waves

We can assume, without loss of generality, that the incident wavefunction is characterized by a wavevector k that is aligned parallel
to the z-axis. The scattered wavefunction is characterized by a wavevector k' that has the same magnitude as k, but, in general,
points in a different direction. The direction of k' is specified by the polar angle  (i.e., the angle subtended between the two
wavevectors), and an azimuthal angle ¢ about the z-axis. Equations ([e17.38]) and ([e17.39]) strongly suggest that for a spherically
symmetric scattering potential [i.e., V(r) = V/(r) ] the scattering amplitude is a function of 8 only: that is,

f(0,¢) = £(6). (14.3.1)

It follows that neither the incident wavefunction,

Po(r) =/n exp(ikz) = /n exp(ikrcosb), (14.3.2)

nor the large-r form of the total wavefunction,

N exp(ikr) f(6)

P(r) =+/n |exp(ikrcosb) , (14.3.3)
T
depend on the azimuthal angle ¢.
Outside the range of the scattering potential, both 1)y (r) and 1 (r) satisfy the free-space Schrédinger equation,
(V2+Ek%) 9y =0. (14.3.4)

What is the most general solution to this equation in spherical polar coordinates that does not depend on the azimuthal angle ¢?
Separation of variables yields

%(r,0) = Ri(r) P(cosb), (14.3.5)
l

because the Legendre functions, P;(cos#), form a complete set in §-space. The Legendre functions are related to the spherical
harmonics, introduced in Chapter [sorb], via

s
Py(cosf) = CYEEY Y5000, ¢). (14.3.6)
Equations ([e17.54]) and ([e17.55]) can be combined to give
d’R d
p2 R o BB e iR =0, (14.3.7)
dr? dr

The two independent solutions to this equation are the spherical Bessel functions, j;(k ) and y;(k ), introduced in Section [rwell].

Recall that
1d\'/[sinz
. _ l -z
]l(z)—z( zdz) ( z >’

y(2) :_zl(_%j_z)l (cozsz) .

Note that the j;(z) are well behaved in the limit z — 0, whereas the y;(z) become singular. The asymptotic behavior of these
functions in the limit z — oo is

sin(z—17/2)

jile) » ST
u(z) = — cos(z—zlﬂ*/2) .
We can write
exp(ikrcosf) = Zal Ji(kr) Pi(cosb), (14.3.8)
7
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where the a; are constants. Note there are no y;(k r) functions in this expression because they are not well-behaved as » — 0. The
Legendre functions are orthonormal ,

! é
P, P, dy = ————, 14.3.9
/_1 w (1) P (1) dpe nt1/2 ( )
so we can invert the previous expansion to give
1
a;ji(kr) = (l+1/2)/ exp(ikrp) P (p)dp. (14.3.10)
-1
It is well known that
, 't
i) =5 [ explivm) Pw) d, (14.3.11)
where [ =0,1,2, - - - Thus,
a =it (21+1), (14.3.12)
giving
Po(r) =+/n exp(ikrcosd) =/n Zil (2141) ji(kr) Py(cosb). (14.3.13)
1

The previous expression tells us how to decompose the incident plane-wave into a series of spherical waves. These waves are
usually termed “partial waves”.

The most general expression for the total wavefunction outside the scattering region is

P(r) = \/ﬁz [A; ji(kr)+ By yi(kr)] P(cosb), (14.3.14)
]

where the A; and B; are constants. Note that the y; (k) functions are allowed to appear in this expansion because its region of
validity does not include the origin. In the large-r limit, the total wavefunction reduces to

b(r) =~ \/ﬁz |:Al sin(kr —17/2) B cos(kr—1m/2) By(cosh), (14.3.15)
1

kr kr

where use has been made of Equations ([e17.59a]) and ([e17.59b]). The previous expression can also be written

Y(r) =~ n > C Sin(kr_kl:/ﬂ&) Py(cos), (14.3.16)
l

where the sine and cosine functions have been combined to give a sine function which is phase-shifted by ;. Note that
A; =Cj coséd; and By = —C sind; .
Equation ([e17.68]) yields

kr—lm/2+6) _ el (kr—l7/2+6;)

ell
r)~.n C cosf), .3.
b(r) \/_zl: z[ STho ]PI( ) (14.3.17)

which contains both incoming and outgoing spherical waves. What is the source of the incoming waves? Obviously, they must be
part of the large-r asymptotic expansion of the incident wavefunction. In fact, it is easily seen from Equations ([e17.59a]) and
([e15.49]) that

el (kr—lm/2) _ el (kr—1m/2)

r)~.n il (21 P;(cosf 3.
i) =AYl @) S| R(cos0) (143.18)

in the large-r limit. Now, Equations ([e17.52]) and ([e17.53]) give

Y(r) _i/’O(r) _ exp(ikr) #(0). (14.3.19)

/n r
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Note that the right-hand side consists of an outgoing spherical wave only. This implies that the coefficients of the incoming
spherical waves in the large-r expansions of ¢ (r) and ¥ (r) must be the same. It follows from Equations ([e17.69]) and ([e17.70])
that

Cr=(21+41) expli (6 +1m/2)]. (14.3.20)
Thus, Equations ([e17.69])—([e17.71]) yield

F0)=> (21+1) @smém(cose). (14.3.21)
1=0,00

Clearly, determining the scattering amplitude, f(6), via a decomposition into partial waves (i.e., spherical waves) is equivalent to
determining the phase-shifts, d;.

Now, the differential scattering cross-section, do/df2, is simply the modulus squared of the scattering amplitude, f(6). [See
Equation ([e15.17]).] The total cross-section is thus given by

I / 1£(60)/

fd¢/ d,uZZ(N—H (21" 4+ 1) exp|i (& — 8y )] sind; sindy Py(u) Py (u),
where p = cos . It follows that

Utotal— 23 (@1+1) sin 4, (14.3.22)
l

where use has been made of Equation ([e17.61]).
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14.4: Optical Theorem
A comparison between Equations ([e17.73]) and ([e17.75]) reveals that

Ttotal = 4% Im[f(0)] = 4% Im(f(k, k)], (14.4.1)

because P;(0) =1. This result is known as the optical theorem , and is a consequence of the fact that the very existence of
scattering requires scattering in the forward (f = 0) direction, in order to interfere with the incident wave, and thereby reduce the
probability current in that direction.
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14.5: Determination of Phase-Shifts

Let us now consider how the phase-shifts, ¢;, in Equation ([e17.73]) can be evaluated. Consider a spherically symmetric potential,
V (r), that vanishes for » > a, where a is termed the range of the potential. In the region r > a, the wavefunction #(r) satisfies
the free-space Schrodinger equation ([e17.54]). The most general solution that is consistent with no incoming spherical-waves is

P(r)=yn Y i' (2141)Ry(r) P(cosb), (14.5.1)
1=0,00
where
Ri(r) =exp(id;) [cosd; ji(kr) —sind yi (k)] . (14.5.2)

Note that y;(kr) functions are allowed to appear in the previous expression because its region of validity does not include the
origin (where V' 2 0). The logarithmic derivative of the Ith radial wavefunction, R;(r), just outside the range of the potential is
given by

cosd; jj(ka) —sind; y)(k a)

=k , 14.5.3
P . cosd; ji(ka) —sind; yi(ka) ( )

where ji(z) denotes dj;(z)/dx, et cetera. The previous equation can be inverted to give

kajj(ka)— iy ji(ka)
o = . 14.5.4
tano; kay/(ka)—Biryi(ka) ( )

Thus, the problem of determining the phase-shift, d;, is equivalent to that of obtaining 5 .

The most general solution to Schrédinger’s equation inside the range of the potential (r < @) that does not depend on the azimuthal

angle ¢ is
Y(r)=n »_ i'(214+1) Ry(r) P(cosb), (14.5.5)
1=0,00
where
Ry(r) = u’f,r), (14.5.6)
and
d 2y , L(l+1) 2m
W T—Z—FV u; =0. (14.5.7)
The boundary condition
u(0) =0 (14.5.8)

ensures that the radial wavefunction is well behaved at the origin. We can launch a well-behaved solution of the previous equation
from r = 0, integrate out to 7 = a, and form the logarithmic derivative

1 d(w/r)

B = (w/r) dr

(14.5.9)

r=a

Because 9 (r) and its first derivatives are necessarily continuous for physically acceptable wavefunctions, it follows that

B+ = Bi-. (14.5.10)
The phase-shift, d;, is then obtainable from Equation ([e17.82]).
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14.6: Hard-Sphere Scattering

Let us test out this scheme using a particularly simple example. Consider scattering by a hard sphere, for which the potential is
infinite for r < a, and zero for r > a. It follows that t(r) is zero in the region r < a, which implies that u; = 0 for all I. Thus,

Bi- = B+ = o0, (14.6.1)
for all I. Equation ([e17.82]) thus gives
jl(k a)
tand; = . 14.6.2
" uka) ( )
Consider the [ = 0 partial wave, which is usually referred to as the S-wave. Equation ([e17.90]) yields
sin(ka)/ka
tandy = ————————— = —tan(k 14.6.
an dy ~cos(ka) /ka an(ka), (14.6.3)

where use has been made of Equations ([e17.58a]) and ([e17.58b]). It follows that
0o = —ka. (14.6.4)
The S-wave radial wave function is [see Equation ([e17.80])]
[cos(ka) sin(kr) —sin(ka) cos(kT))
kr
sin[k (r —a)]
kr '

Ro(r) =exp(—ika)
=exp(—ika)

The corresponding radial wavefunction for the incident wave takes the form [see Equation ([e15.49])]

Ro(r) = % (14.6.5)

Thus, the actual [ = 0 radial wavefunction is similar to the incident [ = 0 wavefunction, except that it is phase-shifted by k a.

Let us examine the low- and high-energy asymptotic limits of tand;. Low energy implies that ka < 1. In this regime, the
spherical Bessel functions reduce to:

. (k)
kr) o —————|
alkr) = G on
(27-1)
yl(kr)ﬁ—W,
where n!! =n (n—2) (n—4)---1 .1t follows that
—(k:a)”“

tand; = (14.6.6)

@I+1)[21-1)N2"

It is clear that we can neglect §;, with [ > 0, with respect to dg. In other words, at low energy, only S-wave scattering (i.e.,
spherically symmetric scattering) is important. It follows from Equations ([e15.17]), ([e17.73]), and ([e17.92]) that

do sin?ka
0= —k2 ~a? (14.6.7)
for ka < 1. Note that the total cross-section
d
Utotalz/d_; d9:47raz (1468)

is four times the geometric cross-section 7 a 2 (i.e., the cross-section for classical particles bouncing off a hard sphere of radius a).
However, low energy scattering implies relatively long wavelengths, so we would not expect to obtain the classical result in this
limit.
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Consider the high-energy limit ka > 1. At high energies, all partial waves up to lph.x = ka contribute significantly to the
scattering cross-section. It follows from Equation ([e17.75]) that
4

Ttotal ~ 75 3 (21+1) sin 4. (14.6.9)
1=0, 100

With so many [ values contributing, it is legitimate to replace sin? §; by its average value 1 /2. Thus,

2
Ctotal™ Y o (21+1) =2ra’, (14.6.10)
l:O,kak

This is twice the classical result, which is somewhat surprising, because we might expect to obtain the classical result in the short-
wavelength limit. For hard-sphere scattering, incident waves with impact parameters less than a must be deflected. However, in
order to produce a “shadow” behind the sphere, there must also be some scattering in the forward direction in order to produce
destructive interference with the incident plane-wave. (Recall the optical theorem.) In fact, the interference is not completely
destructive, and the shadow has a bright spot (the so-called “Poisson spot” ) in the forward direction. The effective cross-section
associated with this bright spot is 7 a2 which, when combined with the cross-section for classical reflection, 7 a 2, gives the actual
cross-section of 27 a 2.
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14.7: Low-Energy Scattering

In general, at low energies (i.e., when 1/k is much larger than the range of the potential), partial waves with [ >0 make a
negligible contribution to the scattering cross-section. It follows that, at these energies, with a finite range potential, only S-wave
scattering is important.

As a specific example, let us consider scattering by a finite potential well, characterized by V =V; for r <a, and V =0 for
r > a. Here, V} is a constant. The potential is repulsive for V > 0, and attractive for Vj < 0. The outside wavefunction is given
by [see Equation ([e17.80])]
Ro(r) =exp(idy) [cosdp jo(kr)—sindy yo(kr)]
~exp(idy) sin(kr+dp)

kr ’
where use has been made of Equations ([e17.58a]) and ([e17.58b]). The inside wavefunction follows from Equation ([e17.85]). We
obtain
sin(k’ r
Ro(r):3¥, (14.7.1)

where use has been made of the boundary condition ([e17.86]). Here, B is a constant, and

h2 k,/2
E-V,= . 14.7.2
. (14.7.2)
Note that Equation ([e17.103]) only applies when E >V}, . For E <V}, we have
inh
Ro(r) = Bw, (14.7.3)
where
R2k?
—FE= . 14.7.4
vop=LE (14.7.4)
Matching R(r), and its radial derivative, at r = a yields
k
tan(ka+dp) = v tan(k' a) (14.7.5)
for E > V,, and
k
tan(ka+dp) = - tanh(k a) (14.7.6)

for E<Vj.

Consider an attractive potential, for which E > V; . Suppose that |Vp| > E (i.e., the depth of the potential well is much larger than
the energy of the incident particles), so that k' > k. We can see from Equation ([e17.107]) that, unless tan(k’ a) becomes
extremely large, the right-hand side is much less that unity, so replacing the tangent of a small quantity with the quantity itself, we

obtain
k ,
ka+6d ~ g tan(k' a). (14.7.7)
This yields
tan(k’ a)
0o ~ka | ———1]. 14.7.8
0 4 [ kK a ] ( )

According to Equation ([e17.99]), the scattering cross-section is given by

tan(k'a) 1} 2. (14.7.9)

~ =
Ototal = 2 sin” §g = 4mwa ¥ a
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Now,

K2 ’

2
k'az“m. (14.7.11)
hZ

It follows that the total (S-wave) scattering cross-section is independent of the energy of the incident particles (provided that this
energy is sufficiently small).

2m |Vl a?
Ka= \/k%ﬂJrM (14.7.10)

so for sufficiently small values of k a,

Note that there are values of k' a (e.g., k' a ~ 4.49) at which dy — 7, and the scattering cross-section ([e17.111]) vanishes, despite
the very strong attraction of the potential. In reality, the cross-section is not exactly zero, because of contributions from > 0
partial waves. But, at low incident energies, these contributions are small. It follows that there are certain values of V; and k that
give rise to almost perfect transmission of the incident wave. This is called the Ramsauer-Townsend effect, and has been observed
experimentally .
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14.8: Resonances

There is a significant exception to the independence of the cross-section on energy mentioned previously. Suppose that the quantity
(2m |Vp| a?/R?)'/2is slightly less than 7 /2. As the incident energy increases, k' a, which is given by Equation ([e17.112]), can
reach the value 7/2. In this case, tan(k’ a) becomes infinite, so we can no longer assume that the right-hand side of Equation
([e17.107]) is small. In fact, it follows from Equation ([e17.107]) that if the value of the incident energy is such that k' a = /2
then we also have ka +Jdy = 7/2, or §y ~ 7/2 (because we are assuming that k£ a < 1). This implies that

47 | 1

Ototal = k;_2 SlIl2 50 = 47TLL2 (m) . (1481)
Note that the cross-section now depends on the energy. Furthermore, the magnitude of the cross-section is much larger than that
given in Equation ([e17.111]) for ¥' a # m/2 (because ka < 1).

The origin of this rather strange behavior is quite simple. The condition

2m|Wla?2 =«
=3 (14.8.2)

is equivalent to the condition that a spherical well of depth V{) possesses a bound state at zero energy. Thus, for a potential well that
satisfies the previous equation, the energy of the scattering system is essentially the same as the energy of the bound state. In this
situation, an incident particle would like to form a bound state in the potential well. However, the bound state is not stable, because
the system has a small positive energy. Nevertheless, this sort of resonance scattering is best understood as the capture of an
incident particle to form a metastable bound state, and the subsequent decay of the bound state and release of the particle. The
cross-section for resonance scattering is generally much larger than that for non-resonance scattering.

We have seen that there is a resonant effect when the phase-shift of the S-wave takes the value 7 /2. There is nothing special about
the [ = 0 partial wave, so it is reasonable to assume that there is a similar resonance when the phase-shift of the Ilth partial wave is
/2. Suppose that ¢ attains the value 7 /2 at the incident energy Ey, so that

s

EEES (14.8.3)

Let us expand cot d; in the vicinity of the resonant energy:

cot &;(E) =cot5l(Eg)+(dC0t5l) (E—Ey)+---
dE ) g g,

= ( . d—él) (E—Eo)+
B sin2 (5[ dE E=E, 0 '

Defining
do; (E) 2
== 14.8.4
( dE )E—Eo r ( )
we obtain
2
cotél(E):—F(E—Eg)—f—--- (14.8.5)
Recall, from Equation ([e17.75]), that the contribution of the Ith partial wave to the scattering cross-section is
4 4 1
op=— (21+1)sin® 6 = — (21 +1) ———. 14.8.6
=7 QU st = @) (14.8.6)
Thus,
4 r’/4
ol ~ 2 (21+1) / (14.8.7)

(E—E))2+T?%/4
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This is the famous Breit-Wigner formula . The variation of the partial cross-section o; with the incident energy has the form of a
classical resonance curve. The quantity I” is the width of the resonance (in energy). We can interpret the Breit-Wigner formula as
describing the absorption of an incident particle to form a metastable state, of energy FEy, and lifetime 7 = k/I".

Contributors and Attributions

e Richard Fitzpatrick (Professor of Physics, The University of Texas at Austin)

This page titled 14.8: Resonances is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.

14.8.2 https://phys.libretexts.org/@go/page/15979


https://libretexts.org/
https://phys.libretexts.org/@go/page/15979?pdf
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.08%3A_Resonances
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.08%3A_Resonances?no-cache
http://farside.ph.utexas.edu/

LibreTextsm
CHAPTER OVERVIEW

15: Bibliography

Topic hierarchy

15.1: Section 1-
15.2: Section 2-
15.3: Section 3-
15.4: Section 4-
15.5: Section 5-
15.6: Section 6-

This page titled 15: Bibliography is shared under a not declared license and was authored, remixed, and/or curated by Richard Fitzpatrick.



https://libretexts.org/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography?no-cache
http://farside.ph.utexas.edu/
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.01%3A_Section_1-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.02%3A_Section_2-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.03%3A_Section_3-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.04%3A_Section_4-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.05%3A_Section_5-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.06%3A_Section_6-

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15820


https://libretexts.org/
https://phys.libretexts.org/@go/page/15820?pdf
https://libretexts.org/

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15821


https://libretexts.org/
https://phys.libretexts.org/@go/page/15821?pdf
https://libretexts.org/

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15822


https://libretexts.org/
https://phys.libretexts.org/@go/page/15822?pdf
https://libretexts.org/

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15823


https://libretexts.org/
https://phys.libretexts.org/@go/page/15823?pdf
https://libretexts.org/

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15824


https://libretexts.org/
https://phys.libretexts.org/@go/page/15824?pdf
https://libretexts.org/

LibreTextsm

Welcome to the Physics Library. This Living Library is a principal hub of the LibreTexts project, which is a multi-institutional
collaborative venture to develop the next generation of open-access texts to improve postsecondary education at all levels of higher
learning. The LibreTexts approach is highly collaborative where an Open Access textbook environment is under constant revision
by students, faculty, and outside experts to supplant conventional paper-based books.

a https://phys.libretexts.org/@go/page/15825


https://libretexts.org/
https://phys.libretexts.org/@go/page/15825?pdf
https://libretexts.org/

@§§Lﬂx@ﬂéxar

Index
B

Born approximation
14.2: Born Approximation
bosons
5.4: Identical Particles

C

Central Potentials
8: Central Potentials

E
effective nuclear charge
13.2: Helium Atom
Ehrenfest's Theorem
3.4: Ehrenfest's Theorem
EPR
12.3: Spin Magnetic Resonance
expectation value
3.3: Expectation Values (Averages) and Variances

F

fermions
5.4: Identical Particles
Forbidden Transitions
12.13: Forbidden Transitions

G

gyromagnetic ratio
12.3: Spin Magnetic Resonance

H
Hydrogen atom
8.3: Hydrogen Atom
hyperfine structure
11.10: Hyperfine Structure

Infinite Spherical Potential Well
8.2: Infinite Spherical Potential Well

N
NMR

12.3: Spin Magnetic Resonance
normalization condition

3.2: Normalization of the Wavefunction

O

Operators
3.5: Operators
Optical Theorem
14.4: Optical Theorem

P
Partial Waves
14.3: Partial Waves
Pauli matrices
9.4: Pauli Representation
Pauli representation
9.4: Pauli Representation
Photoelectric effect
2.5: Photoelectric Effect

R

reduced mass

5.3: Two-Particle Systems
Rydberg formula

8.4: Rydberg Formula

S

Scattering
14: Scattering Theory

Selection rules

12.10: Selection Rules (Hydrogen Atoms)
shielding

13.2: Helium Atom
Slater determinant

5.4: Identical Particles
Spherical Bessel Functions

8.2: Infinite Spherical Potential Well
Spherical harmonics

7.6: Spherical Harmonics
spin angular momentum

9: Spin Angular Momentum
spin operators

9.1: Spin Operators
Spin Precession

9.5: Spin Precession
Spin Space

9.2: Spin Space
spinor

9.4: Pauli Representation
Spontaneous Emission

12.8: Spontaneous Emission

\Y

Variational Principle
13.1: Variational Principle

w

wavefunctions
2.1: Wavefunctions

Y

Yukawa potential
14.2: Born Approximation

a https://phys.libretexts.org/@go/page/23107


https://libretexts.org/
https://phys.libretexts.org/@go/page/23107?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/01%3A_Index
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.02%3A_Born_Approximation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.02%3A_Helium_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.04%3A_Ehrenfest's_Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.03%3A_Expectation_Values_(Averages)_and_Variances
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.13%3A_Forbidden_Transitions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.03%3A_Hydrogen_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.10%3A_Hyperfine_Structure
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.02%3A_Infinite_Spherical_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.02%3A_Normalization_of_the_Wavefunction
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.05%3A_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.04%3A_Optical__Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.03%3A_Partial_Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.05%3A_Photoelectric_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.03%3A_Two-Particle_Systems
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.04%3A_Rydberg_Formula
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.10%3A_Selection_Rules_(Hydrogen_Atoms)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.02%3A_Helium_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.02%3A_Infinite_Spherical_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.06%3A_Spherical_Harmonics
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.01%3A_Spin_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.05%3A_Spin_Precession
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.02%3A_Spin_Space
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.08%3A_Spontaneous_Emission
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.01%3A_Variational_Principle
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.01%3A_Wavefunctions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.02%3A_Born_Approximation

@§§Lﬂx@ﬂéxar

Index
B

Born approximation
14.2: Born Approximation
bosons
5.4: Identical Particles

C

Central Potentials
8: Central Potentials

E
effective nuclear charge
13.2: Helium Atom
Ehrenfest's Theorem
3.4: Ehrenfest's Theorem
EPR
12.3: Spin Magnetic Resonance
expectation value
3.3: Expectation Values (Averages) and Variances

F

fermions
5.4: Identical Particles
Forbidden Transitions
12.13: Forbidden Transitions

G

gyromagnetic ratio
12.3: Spin Magnetic Resonance

H
Hydrogen atom
8.3: Hydrogen Atom
hyperfine structure
11.10: Hyperfine Structure

Infinite Spherical Potential Well
8.2: Infinite Spherical Potential Well

N
NMR

12.3: Spin Magnetic Resonance
normalization condition

3.2: Normalization of the Wavefunction

O

Operators
3.5: Operators
Optical Theorem
14.4: Optical Theorem

P
Partial Waves
14.3: Partial Waves
Pauli matrices
9.4: Pauli Representation
Pauli representation
9.4: Pauli Representation
Photoelectric effect
2.5: Photoelectric Effect

R

reduced mass

5.3: Two-Particle Systems
Rydberg formula

8.4: Rydberg Formula

S

Scattering
14: Scattering Theory

Selection rules

12.10: Selection Rules (Hydrogen Atoms)
shielding

13.2: Helium Atom
Slater determinant

5.4: Identical Particles
Spherical Bessel Functions

8.2: Infinite Spherical Potential Well
Spherical harmonics

7.6: Spherical Harmonics
spin angular momentum

9: Spin Angular Momentum
spin operators

9.1: Spin Operators
Spin Precession

9.5: Spin Precession
Spin Space

9.2: Spin Space
spinor

9.4: Pauli Representation
Spontaneous Emission

12.8: Spontaneous Emission

\Y

Variational Principle
13.1: Variational Principle

w

wavefunctions
2.1: Wavefunctions

Y

Yukawa potential
14.2: Born Approximation

a https://phys.libretexts.org/@go/page/56962


https://libretexts.org/
https://phys.libretexts.org/@go/page/56962?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/10%3A_Index
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.02%3A_Born_Approximation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.02%3A_Helium_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.04%3A_Ehrenfest's_Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.03%3A_Expectation_Values_(Averages)_and_Variances
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.13%3A_Forbidden_Transitions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.03%3A_Hydrogen_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.10%3A_Hyperfine_Structure
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.02%3A_Infinite_Spherical_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.02%3A_Normalization_of_the_Wavefunction
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.05%3A_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.04%3A_Optical__Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.03%3A_Partial_Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.05%3A_Photoelectric_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.03%3A_Two-Particle_Systems
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.04%3A_Rydberg_Formula
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.10%3A_Selection_Rules_(Hydrogen_Atoms)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.02%3A_Helium_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.02%3A_Infinite_Spherical_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.06%3A_Spherical_Harmonics
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.01%3A_Spin_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.05%3A_Spin_Precession
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.02%3A_Spin_Space
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.08%3A_Spontaneous_Emission
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.01%3A_Variational_Principle
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.01%3A_Wavefunctions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.02%3A_Born_Approximation

LibreTextsm

Glossary

Sample Word 1 | Sample Definition 1

a https://phys.libretexts.org/@go/page/29430


https://libretexts.org/
https://phys.libretexts.org/@go/page/29430?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/20%3A_Glossary

LibreTextsm

Detailed Licensing

Overview

Title: Introductory Quantum Mechanics (Fitzpatrick)
Webpages: 136

All licenses found:

e Undeclared: 100% (136 pages)

By Page

e Introductory Quantum Mechanics (Fitzpatrick) - Undeclared

o Front Matter - Undeclared

TitlePage - Undeclared
InfoPage - Undeclared
Table of Contents - Undeclared
Licensing - Undeclared

o 1: Probability Theory - Undeclared

1.1: What is Probability? - Undeclared

1.2: Combining Probabilities - Undeclared
1.3: Mean, Variance, and Standard Deviation -
Undeclared

1.4: Continuous Probability Distributions -
Undeclared

1.5: Exercises - Undeclared

o 2: Wave-Particle Duality - Undeclared

2.1: Wavefunctions - Undeclared

2.2: Plane-Waves - Undeclared

2.3: Representation of Waves via Complex Functions
- Undeclared

2.4: Classical Light-Waves - Undeclared

2.5: Photoelectric Effect - Undeclared

2.6: Quantum Theory of Light - Undeclared

2.7: Classical Interferences of Light Waves -
Undeclared

2.8: Quantum Interference of Light - Undeclared
2.9: Particles - Undeclared

2.10: Wave-Packets - Undeclared

2.11: Evolution of Wave-Packets - Undeclared
2.12: Schrodinger's Equation and Wavefunction
Collapse - Undeclared

2.13: Exercises - Undeclared

o 3: Fundamentals of Quantum Mechanics - Undeclared

3.1: Schrodinger's Equation - Undeclared

3.2: Normalization of the Wavefunction - Undeclared
3.3: Expectation Values (Averages) and Variances -
Undeclared

3.4: Ehrenfest's Theorem - Undeclared

3.5: Operators - Undeclared

3.6: Momentum Representation - Undeclared

3.7: Heisenberg's Uncertainty Principle - Undeclared
3.8: Eigenstates and Eigenvalues - Undeclared

3.9: Measurement - Undeclared

3.10: Stationary States - Undeclared

3.11: Exercises - Undeclared

o 4: One-Dimensional Potentials - Undeclared

4.1: Infinite Potential Well - Undeclared

4.2: Square Potential Barrier - Undeclared
4.3: WKB Approximation - Undeclared

4.4: Cold Emission - Undeclared

4.5: Alpha Decay - Undeclared

4.6: Square Potential Well - Undeclared

4.7: Simple Harmonic Oscillator - Undeclared
4.E: One-Dimensional Potentials (Exercises) -
Undeclared

o 5: Multi-Particle Systems - Undeclared

5.1: Fundamental Concepts of Multi-Particle Systems
- Undeclared

5.2: Non-interacting Particles - Undeclared

5.3: Two-Particle Systems - Undeclared

5.4: Identical Particles - Undeclared

5.E: Multi-Particle Systems (Exercises) - Undeclared

o 6: Three-Dimensional Quantum Mechanics - Undeclared

6.1: Fundamental Concepts - Undeclared
6.2: Particle in Box - Undeclared

6.3: Degenerate Electron Gases - Undeclared
6.4: White Dwarf Stars - Undeclared

6.5: Exercises - Undeclared

o 7: Orbital Angular Momentum - Undeclared

7.1: Angular Momenum Operators - Undeclared

7.2: Representation of Angular Momentum -
Undeclared

7.3: Eigenstates of Angular Momentum - Undeclared
7.4: Eigenvalues of Lz - Undeclared

7.5: Eigenvalues of L2 - Undeclared

7.6: Spherical Harmonics - Undeclared

7.E: Orbital Angular Momentum (Exercises) -
Undeclared

o 8: Central Potentials - Undeclared

a https://phys.libretexts.org/@go/page/65392


https://libretexts.org/
https://phys.libretexts.org/@go/page/65392?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/21%3A_Detailed_Licensing
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/00%3A_Front_Matter
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/00%3A_Front_Matter/01%3A_TitlePage
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/00%3A_Front_Matter/02%3A_InfoPage
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/00%3A_Front_Matter/03%3A_Table_of_Contents
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/00%3A_Front_Matter/04%3A_Licensing
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory/1.01%3A_What_is_Probability
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory/1.02%3A_Combining_Probabilities
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory/1.03%3A_Mean_Variance_and_Standard_Deviation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory/1.04%3A_Continuous_Probability_Distributions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/01%3A_Probability_Theory/1.05%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.01%3A_Wavefunctions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.02%3A_Plane-Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.03%3A_Representation_of_Waves_via_Complex_Functions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.04%3A_Classical_Light-Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.05%3A_Photoelectric_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.06%3A_Quantum_Theory_of_Light
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.07%3A_Classical_Interferences_of_Light_Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.08%3A_Quantum_Interference_of_Light
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.09%3A_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.10%3A_Wave-Packets
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.11%3A_Evolution_of_Wave-Packets
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.12%3A_Schrodinger's_Equation_and_Wavefunction_Collapse
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/02%3A_Wave-Particle_Duality/2.13%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.01%3A_Schrodinger's_Equation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.02%3A_Normalization_of_the_Wavefunction
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.03%3A_Expectation_Values_(Averages)_and_Variances
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.04%3A_Ehrenfest's_Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.05%3A_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.06%3A_Momentum_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.07%3A_Heisenberg's_Uncertainty_Principle
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.08%3A_Eigenstates_and_Eigenvalues
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.09%3A_Measurement
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.10%3A_Stationary_States
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/03%3A_Fundamentals_of_Quantum_Mechanics/3.11%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.01%3A_Infinite_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.02%3A_Square_Potential_Barrier
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.03%3A_WKB_Approximation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.04%3A_Cold_Emission
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.05%3A_Alpha_Decay
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.06%3A_Square_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.07%3A_Simple_Harmonic_Oscillator
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/04%3A_One-Dimensional_Potentials/4.E%3A_One-Dimensional_Potentials_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.01%3A_Fundamental_Concepts_of_Multi-Particle_Systems
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.02%3A_Non-interacting_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.03%3A_Two-Particle_Systems
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.04%3A_Identical_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/05%3A_Multi-Particle_Systems/5.E%3A_Multi-Particle_Systems_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.01%3A_Fundamental_Concepts
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.02%3A_Particle_in_Box
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.03%3A_Degenerate_Electron_Gases
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.04%3A_White_Dwarf_Stars
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/06%3A_Three-Dimensional_Quantum_Mechanics/6.05%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.01%3A_Angular_Momenum_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.02%3A_Representation_of_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.03%3A_Eigenstates_of_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.04%3A_Eigenvalues_of_Lz
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.05%3A_Eigenvalues_of_L
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.06%3A_Spherical_Harmonics
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/07%3A_Orbital_Angular_Momentum/7.E%3A_Orbital_Angular_Momentum_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials

LibreTextsm

8.1: Derivation of Radial Equation - Undeclared
8.2: Infinite Spherical Potential Well - Undeclared
8.3: Hydrogen Atom - Undeclared

8.4: Rydberg Formula - Undeclared

8.E: Central Potentials (Exercises) - Undeclared

o 9: Spin Angular Momentum - Undeclared

a https://phys.libretexts.org/@go/page/65392

9.1: Spin Operators - Undeclared

9.2: Spin Space - Undeclared

9.3: Eigenstates of Sz and S? - Undeclared
9.4: Pauli Representation - Undeclared

9.5: Spin Precession - Undeclared

9.E: Spin Angular Momentum (Exercises) -
Undeclared

: Addition of Angular Momentum - Undeclared

10.1: General Principles of Angular Momentum -
Undeclared

10.2: Angular Momentum in Hydrogen Atom -
Undeclared

10.3: Two Spin One-Half Particles - Undeclared
10.E: Addition of Angular Momentum (Exercises) -
Undeclared

: Time-Independent Perturbation Theory - Undeclared

11.1: Exercises - Undeclared

11.2: Improved Notation - Undeclared

11.3: Two-State System - Undeclared

11.4: Non-Degenerate Perturbation Theory -
Undeclared

11.5: Quadratic Stark Effect - Undeclared
11.6: Degenerate Perturbation Theory - Undeclared
11.7: Linear Stark Effect - Undeclared

11.8: Fine Structure of Hydrogen - Undeclared
11.9: Zeeman Effect - Undeclared

11.10: Hyperfine Structure - Undeclared

: Time-Dependent Perturbation Theory - Undeclared

12.1: Preliminary Analysis - Undeclared
12.2: Two-State System - Undeclared

12.3: Spin Magnetic Resonance - Undeclared
12.4: Perturbation Expansion - Undeclared
12.5: Harmonic Perturbation - Undeclared

12.6: Electromagnetic Radiation - Undeclared
12.7: Electric Dipole Approximation - Undeclared
12.8: Spontaneous Emission - Undeclared

12.9: Radiation from Harmonic Oscillator -
Undeclared

12.10: Selection Rules (Hydrogen Atoms) -
Undeclared

12.11: 2P-1S Transitions in Hydrogen - Undeclared
12.12: Intensity Rules - Undeclared

12.13: Forbidden Transitions - Undeclared

12.E: Time-Dependent Perturbation Theory
(Exercises) - Undeclared

: Variational Methods - Undeclared

13.1: Variational Principle - Undeclared
13.2: Helium Atom - Undeclared
13.3: Hydrogen Molecule Ion - Undeclared

: Scattering Theory - Undeclared

14.1: Fundamentals of Scattering Theory -
Undeclared

14.2: Born Approximation - Undeclared

14.3: Partial Waves - Undeclared

14.4: Optical Theorem - Undeclared

14.5: Determination of Phase-Shifts - Undeclared
14.6: Hard-Sphere Scattering - Undeclared

14.7: Low-Energy Scattering - Undeclared

14.8: Resonances - Undeclared

: Bibliography - Undeclared

15.1: Section 1- - Undeclared
15.2: Section 2- - Undeclared
15.3: Section 3- - Undeclared
15.4: Section 4- - Undeclared
15.5: Section 5- - Undeclared
15.6: Section 6- - Undeclared

Back Matter - Undeclared

Index - Undeclared

Index - Undeclared

Glossary - Undeclared

Detailed Licensing - Undeclared


https://libretexts.org/
https://phys.libretexts.org/@go/page/65392?pdf
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.01%3A_Derivation_of_Radial_Equation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.02%3A_Infinite_Spherical_Potential_Well
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.03%3A_Hydrogen_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.04%3A_Rydberg_Formula
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/08%3A_Central_Potentials/8.E%3A_Central_Potentials_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.01%3A_Spin_Operators
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.02%3A_Spin_Space
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.03%3A_Eigenstates_of_Sz_and_S
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.04%3A_Pauli_Representation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.05%3A_Spin_Precession
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/09%3A_Spin_Angular_Momentum/9.E%3A_Spin_Angular_Momentum_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/10%3A_Addition_of_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/10%3A_Addition_of_Angular_Momentum/10.01%3A_General_Principles_of_Angular_Momentum
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/10%3A_Addition_of_Angular_Momentum/10.02%3A_Angular_Momentum_in_Hydrogen_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/10%3A_Addition_of_Angular_Momentum/10.03%3A_Two_Spin_One-Half_Particles
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/10%3A_Addition_of_Angular_Momentum/10.E%3A_Addition_of_Angular_Momentum__(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.01%3A_Exercises
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.02%3A_Improved_Notation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.03%3A_Two-State_System
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.04%3A_Non-Degenerate_Perturbation_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.05%3A_Quadratic_Stark_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.06%3A_Degenerate_Perturbation_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.07%3A_Linear_Stark_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.08%3A_Fine_Structure_of_Hydrogen
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.09%3A_Zeeman_Effect
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/11%3A_Time-Independent_Perturbation_Theory/11.10%3A_Hyperfine_Structure
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.01%3A_Preliminary_Analysis
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.02%3A_Two-State_System
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.03%3A_Spin_Magnetic_Resonance
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.04%3A_Perturbation_Expansion
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.05%3A_Harmonic_Perturbation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.06%3A_Electromagnetic_Radiation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.07%3A_Electric_Dipole_Approximation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.08%3A_Spontaneous_Emission
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.09%3A_Radiation_from_Harmonic_Oscillator
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.10%3A_Selection_Rules_(Hydrogen_Atoms)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.11%3A_2P-1S_Transitions_in_Hydrogen
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.12%3A_Intensity_Rules
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.13%3A_Forbidden_Transitions
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/12%3A_Time-Dependent_Perturbation_Theory/12.E%3A_Time-Dependent_Perturbation_Theory_(Exercises)
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.01%3A_Variational_Principle
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.02%3A_Helium_Atom
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/13%3A_Variational_Methods/13.03%3A_Hydrogen_Molecule_Ion
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.01%3A_Fundamentals_of_Scattering_Theory
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.02%3A_Born_Approximation
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.03%3A_Partial_Waves
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.04%3A_Optical__Theorem
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.05%3A_Determination_of_Phase-Shifts
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.06%3A_Hard-Sphere_Scattering
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.07%3A_Low-Energy_Scattering
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/14%3A_Scattering_Theory/14.08%3A_Resonances
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.01%3A_Section_1-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.02%3A_Section_2-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.03%3A_Section_3-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.04%3A_Section_4-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.05%3A_Section_5-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/15%3A_Bibliography/15.06%3A_Section_6-
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/01%3A_Index
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/10%3A_Index
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/20%3A_Glossary
https://phys.libretexts.org/Bookshelves/Quantum_Mechanics/Introductory_Quantum_Mechanics_(Fitzpatrick)/zz%3A_Back_Matter/21%3A_Detailed_Licensing

