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7.1: The Binomial Distribution

This is exemplified by the tossing of a coin. For a fair coin, we expect that if we toss it a very large number of times, then roughly
half the time we will get heads and half the time we will get tails. We can say that the probability of getting heads is % and the
probability of getting tails is 1 — % = % . Thus the two possibilities have equal a priori probabilities.

Now consider the simultaneous tossing of N coins. What are the probabilities? For example, if NV = 2, the possibilities are HH,

HT,TH and T'T. There are two ways we can get one head and one tail, so the probabilities are L %, and % for two heads, one

head and no heads respectively. The probability for one head (and one tail) is higher because there are many (two in this case) ways
to get that result. So we can ask: How many ways can we get ny heads (and (N —ny) tails)? This is given by the number of ways
we can choose n; out of IV, to which we can assign the heads. In other words, it is given by

N! N!

W(m,ne) = ni!(N —nq)! T gl =N (7.1.1)

The probability for any arrangement n;, ne will be given by
W(ni,n W(ni,n
p(ni,ns) = (o ,2) N ( JIV 2) (7.1.2)
z:n’l,n’2 W(n17 n2) 2

where we have used the binomial theorem to write the denominator as 2V. This probability as a function of z = n—A} for large values

of N, ny is shown in Figure 7.1.1. Notice that already for NV = 8, the distribution is sharply peaked around the middle value of
n1 = 4. This becomes more and more pronounced as N becomes large. We can check the place where the maximum occurs by

; ny (n1+1)
noting that the values < and ~—

taken to be continuous as N — oo . Further, for large numbers, we can use the Stirling formula

are very close to each other, infinitesimally different for N — oo, so that = "—1\} may be

logN! ~ NlogN — N (7.1.3)
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Figure 7.1.1: The binomial distribution showing W(n,ny) as a function of n; = the number of heads for N = 8
Then we get
logp =logW(ni,n2) —Nlog2

~NlogN—N—(nilogn; — n1)— (N —nq)log(N —ny)+ (N —ny) — Nlog2

~ —N[zlogz+(1—z)log(l —z)] — Nlog2
This has a maximum at x =z, = % . Expanding log p around this value, we get

logp ~ —2N(z —z,)> + O((z —z.)*), orp ~ exp(—2N(z —x*)?) (7.1.4)

We see that the distribution is peaked around z, with a width given by Az? ~ (iN ). The probability of deviation from the mean
value is very very small as N — co. This means that many quantities can be approximated by their mean values or values at the
maximum of the distribution.
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We have considered equal a priori probabilities. If we did not have equal probabilities then the result will be different. For example,
suppose we had a coin with a probability of g, 0 < ¢ <1 for heads and probability (1 —g) for tails. Then the probability for N
coins would go like

p(n1,n2) =¢™ (1 —q)"W(ni,n2) (7.1.5)

(Note that ¢ = % reproduces Equation 7.1.2.) The maximum is now at * = x, = ¢. The standard deviation from the maximum
value is unchanged.

Here we considered coins for each of which there are only two outcomes, head or tail. If we have a die with 6 outcomes possible,

we us COHSldeI Sphttlllg .“/ nto n ,ng, AR nﬁ . Ihus we can fHSt Choose ni out Of l V. 1n (n I(N_n )l)
o t 1° 1)}
(1 ”1)’

(n2!(N—n1—n2)!)

ways, then choose ns out
of the remaining N —n; in ways and so on, so that the number of ways we can get a particular assignment

Ny, N2, -+, Ng is

W({ni}) = —— Wem)! o M yeN (7.1.6)
(nl'(N—nl)') (nzl(N—nl—n2)!) Mn1,Ng,y -+, Ng P
More generally, the number of ways we can distribute N particles into K boxes is
K K
W({ni}) =Ni1:[n—i!, > ng =N (7.1.7)

Basically, this gives the multinomial distribution.
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