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1.1: Linear Vector Spaces

Consider a set of vectors, denoted by |1}, |¢), etc., and the complex numbers a, b, ¢, etc. A linear vector space ¥ is a mathematical
structure of vectors and numbers that obeys the following rules:

L |¢)+|¢) =|¢) +|9) (commutativity),

2.[¥) +(I¢) +1x)) = (|¥) +1¢)) +|x) (associativity),
3.a(|9) +1|¢)) =aly) +al¢) (linearity),

4. (a+b)|9p) =alp) +bly) (linearity),

5. a(bl¢)) = (ab)|¢).

There is also a null vector 0 such that |¢/) +0 = |9}, and for every |4)) there is a vector |@) such that 1)) + |¢) =0.

For each vector |¢) there is a dual vector (¢|, and the set of dual vectors also form a linear vector space #*. There is an inner
product between vectors from #" and 7 * denoted by (3 | ¢). The inner product has the following properties:

L{@|¢)=(o]¥)",

2. (¢ |9) =0,

3.4 |¢) =019 =0,

4|P) =cilhr) +ealhe) = (@) =cr (P | 1) +ea (D[ ¢2)
5. ||¢ll = /(¢ | &) is the norm of |§) .

If ||¢|| =1, the vector |¢) is a unit vector. The set of unit vectors {e*|4)} with ¢ € [0,2m) form a so-called ray in the linear
vector space. A linear vector space that has a norm ||. || (there are many different ways we can define a norm) is called a Hilbert
space. We will always assume that the linear vector spaces are Hilbert spaces.

For linear vector spaces with an inner product we can derive the Cauchy-Schwarz inequality, also known as the Schwarz inequality:

(@l <@ |9) ] (1.1)

This is a very important relation, since it requires only the inner product structure. Relations that are based on this inequality, such
as the Heisenberg uncertainty relation between observables, therefore have a very general validity.

If two vectors have an inner product equal to zero, then these vectors are called orthogonal. This is the definition of orthogonality.
When these vectors are also unit vectors, they are called orthonormal. A set of vectors |¢1),|¢2),...|¢n) are linearly
independent if

> ajlg;)=0 (1.2)

implies that all a; = 0. The maximum number of linearly independent vectors in V is the dimension of 7. Orthonormal vectors

form a complete orthonormal basis for ¥ if any vector can be written as
N
) = o |¢r) (1.3)
k=1
and (¢; | ¢x) = ;i . We can take the inner product of |1) with any of the basis vectors |¢;) to obtain
N N
(@i | 9) = cx(dj| dr) =D ewbin=c; (1.4)
k=1 k=1
Substitute this back into the expansion of |1/}, and we find

N
) = o) (b | ¥) (1.5)
k=1

Therefore »_, |¢r) (¢x| must act like the identity. In fact, this gives us an important clue that operators of states must take the
general form of sums over objects like |¢) (x/.
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