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CHAPTER OVERVIEW

1: Lipids
Lipid is a loosely defined term for substances of biological origin that are soluble in nonpolar solvents. It comprises a group of
naturally occurring molecules that include fats, waxes, sterols, fat-soluble vitamins (such as vitamins A, D, E, and K),
monoglycerides, diglycerides, triglycerides, phospholipids, and others. The main biological functions of lipids include storing
energy, signaling, and acting as structural components of cell membranes. Lipids have applications in the cosmetic and food
industries as well as in nanotechnology. Lipids may be broadly defined as hydrophobic or amphiphilic small molecules; the
amphiphilic nature of some lipids allows them to form structures such as vesicles, multilamellar/unilamellar liposomes, or
membranes in an aqueous environment.

1.1: Charged Lipids

1.2: Lipid Headgroup Types

1.3: Lipid Tails and Saturation

1.4: Glycolipids

1.5: Sphingolipids

1.6: Sterols and Sterol Induced Phases

1.7: Lipids in Non-Aqueous Environments

1: Lipids is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by LibreTexts.
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1.1: Charged Lipids

Lipids comprise a diverse group of compounds that include fats, waxes, sterols, phospholipids and many others. The functions
associated with lipids are just as diverse, and include membrane structure, signaling, and energy storage. While most lipids are
composed of non-polar hydrocarbon structures, other lipids can contain positively and/or negatively charged elements, the nature of
which imparts particular physical properties that give charged lipids structural and functional versatility. This page will describe the
structure and function of some of the charged lipids commonly encountered in biology.

Types of charged lipids

Fatty acids

The simplest of the charged lipids, fatty acids are a large group of amphipathic molecules consisting of short, medium or long-
chain hydrocarbon “tails” (C4 to C36) and a polar carboxylic acid “head”. The aliphatic chains can be fully saturated or unsaturated
to some extent, and provide the hydrophobic character of the fatty acid. Regardless of the length of the aliphatic tail group the
hydrophilic carboxylic acid group will have a pKa around 4.0, which means that under physiological conditions, the majority of
fatty acids will have a negative charge of -1. The tails can also contain carbon ring structures, hydroxyl groups, and additional
methyl group branches (Figure 1.1.1).

arachidic
stearic
[ oo
palmitic erucic oleic arachidonic  linoleic linolenic

Figure 1.1.1: An example of fatty acids with differing chain length, saturation, and linearity. (CC BY-SA 3.0; Lojban via

Wikipedia).
The physical properties of fatty acids are largely dependent on the length and degree of unsaturation of the hydrocarbon tail group.
The major factor influencing properties such as melting point and water solubility is the ordering of water molecules around the
hydrophobic tails. Fatty acids will cluster together as result of the hydrophobic effect. The clustering of the aliphatic tail groups
forms a crystalline lattice, minimizing the exposed hydrophobic surface area and the formation of a hydration shells around
individual fatty acid tails. With increasing degrees of unsaturation in the tails (increased number of double bonds), the effect is
reversed. Unsaturation introduces kinks into the tails so that they no longer pack as uniformly and tightly, which allows water
molecules to become ordered around the individual tails. As such, the crystalline lattice is weakened, increasing the solubility of
the fatty acid and decreasing its melting point.

e

000000000000 00

Figure 1.1.2: Image depicting the various structures formed by charged lipids. Image source: Wikipedia

Fatty acids have a variety of important roles. The hydrocarbon tails are a major source of energy when each successive two-carbon
unit is converted into acetyl-CoA during beta-oxidation, the process of which generates NADH and FADH,; which are subsequently
used in the formation of ATP in oxidative phosphorylation. Fatty acids and their derivatives also function as soaps and detergents.
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At high enough concentrations, fatty acids will aggregate to form spherical structures called micelles, which are energetically
favorable structures that increase the entropy of water by minimizing water clathrate formation around the hydrophobic regions.
They accomplish this by clustering the hydrophobic tails into the center of the sphere, while the hydrophilic heads form a shell that
is water soluble. The spherical structure is favored by fatty acids because the cross-sectional area of the head group is larger than
that of the tail, forming a conical shape. When soaps (the salts of fatty acids) are mixed with water, the micelles that are formed
sequester oils and hydrophobic “dirt” into the micelle center, while the hydrophilic outer shell helps to wash the dirt-carrying
micelles away. Lastly, fatty acids form the foundation of di- and triacylglycerols, a family of molecules with two or three fatty acid
chains bound by glycerol. When the third hydroxyl group of the glycerol is bound to a charged molecule such as phosphate instead
of a hydrocarbon chain, the diacylglycerol is known as a phospholipid.

Phospholipids

As with any molecule, the formation of a charge requires the inclusion of an ionizable element, most often covalently bound to the
parent compound. In the case of diacylglycerols, non-ionizable hydrocarbons require the covalent addition of an ionic group to the
glycerol to impart a charge. By far the most common of these is the negatively charged phosphate group (POE_) which, when
covalently bound to the glycerol moiety of a two-chain fatty acid, forms the main group of charged fatty acids known as
phospholipids. Phospholipids are amphipathic molecules composed of three sections: a diglycerol, a hydrophilic “head” consisting
of the charged phosphate moiety, and a small organic molecule covalently bound to the phosphate (Figure 1.1.3).

Phospholipid

{Phosphatidylcholine)

Hydrophilic head

XY Hydrophobic tail

Figure 1.1.3: Structure of a phospholipid, containing the fatty acid tails, glycerol, phosphate moiety, and an additional head-group

structure. Image source: Wikipedia
Phospholipids comprise the major components of lipid bilayers in cellular membranes. Similar to fatty acids, phospholipids will
favor the clustering of the hydrophobic tails to exclude water as much as possible. Unlike fatty acids, however, the presence of two
tails favors the formation of a more planar membrane because the cross-sectional area of the head and tail groups is similar,
forming a cylindrical shape which is most efficiently packed as a bilayer. In the bilayer, the hydrophobic tails interact with one
another, whereas the hydrophilic head groups interact with the aqueous environment on either side of the bilayer. While the bilayer
is most practical as a two dimensional planar structure, it can fold in on itself to form a closed, vesicle called a liposome. Unlike
the micelle, the liposome has a bilayer wall enclosing a hollow, aqueous cavity, and is used organisms as a transport mechanism for
any number of substances.

The structural complexity of the membrane bilayer goes beyond a single type of phospholipid molecule. There exist a variety of
phospholipids with varying head groups and hydrocarbon tails. Additionally, membrane lipids are not symmetrically distributed
throughout the membrane bilayer, whereby certain phospholipids are more likely to be found in the inner monolayer with the others
more likely to be found in the outer leaflet. On the other hand, the physical properties of the different head groups dictate the
interactions of each phospholipid with the aqueous environment, and resulting in the movement of the lipids across the bilayer in
both the vertical and horizontal directions, continuously changing its shape and phospholipid organization. To give a better idea of
the different phospholipid head groups, the following sections will describe the structural features some of the more common ones.

Types of Phospholipids

Phosphatidic acid

As the sole member of the head group, the phosphate imparts a -2 charge to the lipid molecule and is referred to as phosphatidic
acid (PA). The phosphate moiety exhibits several different levels of protonation, depending on the pH. Below a pH of 4.0, it carries
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a charge of zero, whereas above pH 12, it is fully deprotonated and with a -2 charge. Thus, it goes to reason that at physiological
pH, the phosphate group is only partially protonated, carrying a -1 charge, and imparting a net charge of -1 to the PA molecule.

R 0
\c|/ \gHz
0 0 c H .
R\C/ _-;- C|) ?3
HaE. S
o| \O/P\n"o

Figure 1.1.4: Chemical structure of phoshatidic acid. Fatty acid groups (blue and green), glycerol moiety (black), phosphate head
group (red). Image source: Wikipedia

PA's greatest role is in the biosynthesis of triacylglycerols and other phospholipids, as its structure serves as the backbone these
compounds. Although PA is the simplest of all the phospholipids, it occurs only in small amounts in biological membranes.
Because of the unique ionization properties of its head-group, which can deprotonate to a -2 charge in the process of forming an
intermolecular hydrogen bond, it serves a crucial role in the binding of basic protein and small molecule compounds (2). This
property not only makes PA an important phospholipid for protein-membrane docking, but also has implications in membrane
dynamics and cellular signaling.

Phosphatidylcholine

Phosphatidylcholine (PC) adds an additional positively-charged group, choline, to the phosphate head group of phosphatidic acid.
Choline is an N,N,N-trimethylethanolammonium cation and an essential nutrient required for membrane structural integrity,
signaling, and neurotransmission. Once choline binds to phosphatidic acid, the phosphate group loses one of its negative charges,
making PC an overall neutral molecule: a positive charge on the choline and a negative charge on the phosphate. The nature of the
hydrocarbon tails determines the type of phosphatidylcholine molecule, where one tail is usually an unsaturated hydrocarbon such
as oleic acid and the other a fully saturated one.
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1,2-dihexade canoyl-sn-glycero-3-phosphochaoline 0

(CHz)a

Figure 1.1.5: Chemical structure of phosphatidylcholine. Image source: Wikipedia

PC is one of the more abundant phospholipids in cellular membranes, where it can comprise up to 50% of the total membrane
phospholipid composition and is found primarily in the outer leaflet of membranes. PC's other major role is as an integral
component of plasma lipoproteins, where it accounts for 60-80 mol% of total phospholipids. (3)

Sphingomyelin
Similar to phosphatidylcholine, zwitterionic sphingomyelin contains the phosphocholine head group. Unlike PC and other

phospholipids containing glycerol, however, the sphingomyelin backbone is an unsaturated 18-carbon amino-alcohol group called
sphingosine. An additional hydrocarbon chain, typically of a different length, is attached to the other sphingosine hydroxyl group.
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Figure 1.1.6: Chemical structure of sphingolmyelin. Sphingosine (black), fatty acid (blue), phosphocholine head group (red).

Image source: Wikipedia
Next to PC, sphingomyelin (SM) is the most abundant charged lipid, and the most abundant sphingolipid, found in the outer leaflet
of cellular membranes. SMs are important molecules in membrane fluidity, as they are heavily involved in the formation of lipid
rafts and ordered domains on the membrane surface, binding to membrane-spanning proteins, and are involved in cellular signaling
and membrane homeostasis. (4) SMs come in a variety of long-chain bases depending tissue distribution, with the most common
one being sphingosine (pictured above). Others include palmitic acid, a common N-linked acyl chain of SM in mammalian
peripheral cells, and stearic acid, which is more common to neuronal tissues.

Phosphatidylethanolamine

Phosphatidylethanolamine (PE) is the second most abundant phospholipid and is comprised of the typical phosphatidic acid with an
additional head group component, namely ethanolamine. Ethanolamine is both a primary amine and alcohol, and attaches to the PA
head group via the hydroxyl. Because the amino group has a pKa of about 9.5, it is protonated under physiological pH, making PE
a zwitterionic and neutral molecule.
CIIHZ—OOCR'
R'COO —CIIH O .

Il
CHz —0 —P —0 - CH;CHzNHz
phosphatidylethanolamine (Ir

1-hexadecanoyl, 2-(9Z 12Z-octadecadienoyl)-sn-gly cero-3phosphoethanolamine
Figure 1.1.7: Chemical structure of phosphatidylethanolamine. Upper image is a basic skeletal structure with R-groups
representing hydrocarbon tails. The lower image is an example of two different tail types. Image source: Lipid Library
While PE is just as (if not more) abundant in lipid membranes as PC and SMs, it prefers to occupy the inner leaflet of the
membrane, facing the cytoplasm. Because of its smaller head group, the molecule takes on a conical shape which can exert lateral
pressure on the membrane, thus modulating its curvature and stabilizing membrane proteins. (5) Additionally, the positive charge
on the head group is able to bind to a variety of signaling proteins and balance local negative charge on the membrane.

Phosphatidylserine

Phosphatidylserine (PS) is composed of phosphatidic acid (PA), with the negatively charged phosphate group attached to the amino
acid serine at the hydroxyl end. Because of the carboxyl and amino groups on serine, in addition to the negatively charged
phosphate group, it is possible for PS to have net charge of -1. This is because the carboxyl and amino groups of serine have pKas
of 2.21 and 9.15, respectively, so that the carboxyl group will be have a -1 charge at physiological pH; the reverse will be true for
the amino group.

https://phys.libretexts.org/@go/page/1358


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/1358?pdf

LibreTextsw

CIIH z—O0CR’

R'COO- CH O NH3
CH —0- F' 0 —CH4f CHCOO

» +

0 X

/W\/\/\/\/\/\)J\ °
/\(\ o Fep H -0
N
CTTY e
(where X =H, Na, K, Ca, etc)

1-octadecanoyl 2-(42,72 102, 13Z,162,19Z-docosahexaenoyl}-sn-glycero-3-phosphoserine

Figure 1.1.8: Chemical structure of phosphatidylserine. Upper image is a basic skeletal structure with R-groups representing

hydrocarbon tails. The lower image is an example of two different tail types. Image source: Lipid Library
Phosphatidylserine comprises only about 10% of total cell membrane phospholipids and is found almost exclusively in the inner
monolayer, most prominently in myelin of brain tissue. One of the most prominent functions of PS is in blood coagulation,
whereby its transport to the outer membrane layer in activated platelets is thought to either enhance the rate of prothrombin
formation, or to allosterically alter the proteolytic and cofactor capabilities of prothrombin factors X, and V, in thrombin
activation. (6) In a completely different role, exposure of PS to the extracellular side of a membrane is often a cellular marker for
apoptosis, or programmed cell death. (7)

Phosphatidylinositol

Phosphatidylinositol (PI) is a unique phospholipid in that the head group is a cyclohexane carbohydrate called inositol, which is
attached to the phosphate moiety at the 1’ carbon. Unique to inositol is the ability to become phosphorylated at the 3’, 4°, and 5’
carbons by a host of PI-kinases, which can add up to three phosphate groups at those positions, per molecule. This phenomenon can
impart up to a -4 charge on the PI molecule. Although comprising only about 5% of total lipid content in membranes,
phosphoinositols (PIs) are concentrated on the inside leaflet of the lipid bilayer where they play crucial roles in cellular signaling,
protein binding, and membrane dynamics. (8)

0
/\/\/\/\/\/\/\/\)J\ ? HO L OH
P&y
/\Oni?{H\o o ° T2 oH
— — = =T +

0 (where X =H, Ma, K, Ca, etc)

T-octadecanoyl, 2-(57 87,112, 14Z-eicosatetraenoyl-sn-glycero-3-phospho-{ 1-myo-inasitol)

Figure 1.1.9: Chemical structure of phosphotidylinositol, showing the inositol sugar moiety attached at the 1' carbon to
phosphatidic acid. Image source: Lipid Library
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1.2: Lipid Headgroup Types

Lipid headgroups comprise part of the hydrophilic backbone of membrane phospholipids. There are a number of headgroups, each
of which correlates with a particular type of backbone. Membrane lipids are split into three categories: phospholipids and
glycolipids (Figure 1.2.1). Sterols are the third type of membrane lipid (not pictured) that will be discussed.

Storage ‘ Membrane lipids (polar) ‘
lipids
(neutral) ‘
| Phospholipids | | Glycolipids |
L \
[ |
Triacylglycerols ‘ Glycerophospholipids ‘ ‘ Sphingolipids ‘ Sphingolipids ‘

— Fatty acid ‘ Fatty acid ‘

@ @
z £ 5 £
§ - Fatty acid 3; Fatty acid = Fatty acid E" - Fatty acid
s |B £ 5.
0 0
Mono- or
Fatty acid ’ PO, ‘ Alcohol P04 —‘ Choline oligosaccharide

Figure 1.2.1: Membrane lipids are polar and can be separated into phospholipids and glycolipids, for which the basic structures are
shown. Note the difference in the third binding site. Phospholipids have a phosphate bound to an alcohol (glycerol-) or choline
(sphingo-), while glycolipids have a sugar group. Source: Lafer, Eileen. “Membrane Lipids I and II: Glycerophospholipids and
Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011
Lipid headgroups are substituents that attach to the glycerol, sphingosine, or cholesterol backbones of polar membrane lipids.
Phospho- and glycolipids have headgroups linked to the backbone through a phosphodiester bond (Figure 1.2.2).

Understanding head group behavior is necessary for the study of membrane biology. The high structural diversity allows for a large
range of functions, including effects on membrane curvature [1] cell signaling, substrate transport [2], and more. Consequently,
their crucial role in membrane biology also ties them in with a broad range of diseases, from cardiovascular defects to cancer.

2
i
‘cj{,—o—c\/\//vww\ Saturated fatty acid
0 {e.g., palmitic acid)
|
Glrearophospholipd | Unsaturated fatty acid

{general structure)  “CH—0— ( ated:
\/\/\/\/ NN N (e oleie acid)

HCH,—0—] ll‘ 0—X
o Head-group
substituent

Figure 1.2.2: headgroups are the substituent bound to the phosphate group of a hydrophilic lipid backbone. Source: Lafer, Eileen.
“Membrane Lipids I and II: Glycerophospholipids and Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011

IIl. PHOSPHOLIPIDS

A. GLYCEROPHOSPHOLIPIDS

Glycerophospholipids are classified by the alcohol that is bound to the phosphate group on the glycerol backbone. The backbone
always consists of a glycerol esterified to fatty acids in positions Csn-1 and Csn-2, with the head group substituent bound to the
phosphate in position Csn-3 [2]. Interestingly, archaebacteria have the headgroup at the Csn-1 position [3]. The headgroup classes
are differentiated by the Csn-1 and Csn-2 substituents. If the Csn-1 and Csn-3 substituents are unique, the Csn-2 carbon becomes a
chiral center [4].

Phosphatidic acid has the simplest substituent: hydrogen. This parent compound, phosphomonoester, is then built upon by naming
the derivatives for the head-group alcohol (X, Figure 1.2.2) with “phosphatidyl-” as a prefix. For example, phosphatidyl-choline,
phosphatidyl-ethanolamine, and phosphatidyl-serine are other common membrane lipids [4].

Some of the common glycerophospholipid head groups are shown in Table 1:
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Name of Net charge
glycerophospholipid Name of X Formula of X (at pH 7)
Phosphatidic acid — —H -1
Phosphatidylethanolamine Ethanolamine — CHz—Cﬂz—ﬁHH 0

+
Phosphatidylcholine Choline — CHy—CH,—N(CHy)s 0

+
Phosphatidylserine Serine — CH,—CH—NH;j; -1

C00~
Phosphatidylglycerol Glycerol — CH,—CH—CH,—OH —1
H

Phosphatidylinositol myo-Inositol 4,5- -4
4,5-bisphosphate bisphosphate !
0—®
Cardiolipin Phosphatidyl- — CH, -2
glycerol

(0]

.

0—C—R
[0}

H—
H,—0—C—R?

T
C
Table 1: common head groups found in glycerophospholipids and their basic characteristics. Source: Lafer, Eileen. “Membrane
Lipids I and II: Glycerophospholipids and Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011

Phosphatidylinositol (PT) is interesting in that it can be phosphorylated to make PI phosphate (PIP), PI bisphosphate (PIP;), and PI
trisphosphate (PIP3). These compounds are found on the cytoplasmic leaflet of membranes and therefore heavily influence the
membrane-cytosol interface. This makes them particularly relevant to membrane trafficking, regulating cell growth, proliferation,
and apoptosis [2].

B. SPHINGOLIPIDS

Sphingolipids have a base made of a long (carbon) chain called sphingosine, which is bound with fatty acids using amide linkages
to make ceramides (Figure 1.2.3). The sphingoid base backbone is synthesized from a long-chain fatty acyl-CoA and serine.
Ceramide is the most basic sphingolipid, with only a hydrogen in the Csp-3 position and an amide-linked fatty acid [4] (Table 2).
More complex (phosphor)sphingolipids have headgroups attached via phosphodiester linkages [4]. The Sphingosine backbone,
fatty acid, and headgroup of a sphingolipid are also highlighted in Table 2.

Figure 1.2.3: Structure of sphingolipids in which R represents a fatty acid. Source: Montealegre, C., et al., Analysis of
glycerophospho- and sphingolipids by CE. Electrophoresis, 2014. 35(6): p. 779-92.

Some common sphingolipids headgroups are depicted in Table 2:
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Sphingosine
HO—*CH—CH=CH— (CH,);,—CH; Fattyacid
@)
Sphingolipid I
(general 2CH—N—C
structure) | \/\/\/\/\/\/\/\/\/\/\/\
H
ICH;—0—X
Name of sphingolipid Name of X Formula of X
Ceramide — —H
- A f .
Sphingomyelin Phosphocholine — }l’fochzchng(CHa)s
o
CH,0H
Neutral glycolipids H [
Glucosylcerebroside Glucose OH H |
OH
[HEOH!
Lactosylceramide Di-, tri-,or @ @
(a globoside) tetrasaccharide
- Complex @
Ganglioside GM2 oligosaccharide @ @ @

Table 2: Sphingolipid structure and common head groups. Source: Lafer, Eileen. “Membrane Lipids I and II: Glycerophospholipids
and Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011
Sphingomyelin is a common sphingolipid that is prominent in the myelin sheaths of neurons. The head groups have a large effect

on overall lipid structure, which is why phosphatidyl choline (gylerophospholipid) and sphingomyelin (sphingolipid) look so
similar (Figure \(\PageIndex{4}\)).

ors %
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RS % furr‘c'—cu, o= H
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CH,
choline
choline
Sphingomyelin

Phosphatidylcholine

Figure 1.2.4: Both phosphatidylcholine and sphingomyelin have a choline head group attached to a phosphate group. Despite the
different backbone molecule, the two molecules are remarkably similar in shape. Source: Lafer, Eileen. “Membrane Lipids I and II:
Glycerophospholipids and Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011

III . GLYCOLIPIDS

Glycolipids contain a sub-group of sphingolipids that have a similar backbone structure to phosphosphingolipids (Figure 1.2.3), but
have a mono- or oligosaccharide bound to the Csn-3 position instead of a phosphate-choline group (Table 2). Glycosphingolipids
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are especially relevant to neuronal membranes, where D-glucose is added to the hydroxyl group of ceramide to create GlcCer. If the
headgroup has any (one to four) silica acid(s) attached to it, the new molecule is referred to as a ganglioside [2].

Interestingly, the carbohydrate head group portions of sphingolipids are what define the human blood groups. The oligosaccharide
head groups are composed of D-glucose (Glc), D-galactose (Gal), N-acetyl-D-galactosamine (GalNAc), and fucose (Fuc). The
addition of an extra GalNAc creates the A antigen/blood type, and the addition of a Gal creates the B antigen/blood type (Figure

1.2.5).
Ceramide |

O Antigen

A Antigen

B Antigen

Figure 1.2.5: Blood group types in humans are determined by the glycolipid headgroup; source: Lafer, Eileen. “Membrane Lipids I
and II: Glycerophospholipids and Sphingolipids.” Lecture. San Antonio, Texas. December 6, 2011

STEROLS

Sterols in mammals stem primarily from cholesterol (Figure 1.2.6) and its derivatives. Sterols are subdivided primarily based on
biological function; steroids, a set of important hormones and signaling molecules [5] can also be subdivided by the number of
carbons in the core skeleton. Estrogens fall into the C;g family, while androgens make up the C19 family [4]. A broad representation
of sterols can be seen below (Figure 1.2.6).

https://phys.libretexts.org/@go/page/864



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/864?pdf
https://phys.libretexts.org/Courses/University_of_California_Davis/Biophysics_241%3A_Membrane_Biology/01%3A_Lipids/1.06%3A_Sterols_and_Sterol_Induced_Phases

LibreTextsm

HV\ S~
T

PR VN

L (;\\g\/\ -
Y B
J\ﬁ(j : W\,,,\/\)&,Ulu :

(a) Cholesterol and derivatives: (b) Cholesteryl esters:
cholesterol; cholest-5-en-3f-ol cholest-5-en-3i-yl dodecancate

(n) Co bile acids, alcohols, and derivatives: (i) Cz bl acids, aloohols, and derivaives:

o ° cholic acid; 3a,7a, 12a-tihydroxy-5§-cholan-24-oic acid 30,70, 120-trihydroxy-27-nor-5f-cholestan-24-one.

PP PPN
J " Dy
f/’\\‘/ j/ ( /’\l
H H H H
o DN W g

H

(¢) Cyg steroids (estrogens) and derivatives: (d) Gyg Steroids (androgens) and derivatives:
pestradiol 1,3,5[10]-estratriene-3,17f-diol androsterone; 3u-hydroxy-5a-androstan-17-one T S— S ——

30,7, 120-rihydroxy-58-cholestan-26-oic acid 5ucandrostane-3a-0l-17-one glucuronide

\T/ oH
‘ OH
H
/\\T"/
H
PN
" A
N
(m) Steroid conjugates: Glycine conjugates:
(€) Gy steroids and derivatives: (1) Secosteroids: Vitamin D, and derivatives: gycocholic acid; N-(3a.7a, 12a-1rhyclioxy-5-
cortisol; 115,17a,21-trihydroxypregn-4-ene-3,20-dione vitamin Dy; (2,7E 22E)-(35)-9,10-56¢05,7,10(19) 22+ cholan-2¢-oyi)-gycine

ergostatetraen-3-ol

| o ot
e N So-androstane-3o-ol-17-one sulfate

(g) Secosteroids: Vitamin Dy and derivatives: vitamin Dg; (52,7E)-(35)9,10-sec0-5,7,10(19)-cholestatrien-3-ol

Figure 1.2.6: Representative structures for sterol lipids; source: Fahy E et al. J. Lipid Res. 2005;46:839-862, ©2005 by American
Society for Biochemistry and Molecular Biology

CHARGED HEADGROUPS

Many lipids (both glycerophospholipids and sphingolipids) have charged headgroups. This charge is incredibly important in
determining headgroup behavior, as it affects repulsion with other molecules and other membrane characteristics. For example,
phospholipid headgroups interact with other membrane proteins like the P-glycoprotein multidrug transporter, which is linked to
cancer resistance [6]. Similarly, charge density and headgroup structure influence membrane rigidity [7], create variation in protein-
lipid interactions and liposome membrane mobility [8], and determine the ability of lipid-DNA complexes to transfect DNA in
vitro [9].

There are many negatively charged headgroups, whereas positive charges are much less common. Phosphatidic acid is a dynamic
headgroup that is uncharged below pH 4, but has a -1 charge at physiological (human) pH and a -2 charge above pH 14. Similarly,
phosphatidylserine has a -1 charge and phosphatidylcholine is zwitterionic (Figure 1.2.7).

o]
J.I_n R: hydrocarbon tails

Uncharged belowpH 4
Charged -1 at normal pH
Charged -2 above pH 14

Phosphatidic Acid < 1% Phosphatidylethanolamine 16%
uncharged
[}
a o-dlg
re—lo
OH
Uncharged, zwitterionic Charged-1
Phosphatidylcheline 35% Phosphatidylserine 6%

Figure 1.2.7: Headgroups found in cell membranes with various charges. Percentages represent relative abundance in human red

blood cell membranes. Source: Faller, Roland. “Introduction to Membrane and Lipid Fundamentals.” Lecture. Davis, CA. April 3,

2014
The presence and concentration of charge has direct effects on headgroup orientation. If the electric surface charge of a membrane
is positive, the N+ component of the P—N dipole (see phosphatidylcholine, Figure 1.2.7) moves toward the water phase, which
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causes a large (>30°) change in orientation of the phosphate segment. A negative surface charge has the opposite effect, moving the
N+ end of the dipole toward the interior area of the membrane [10]. The orientation of lipids, and therefore the movement of
headgroups, is important for lipid-protein binding and membrane topology. Finally, headgroup charge is notably related to
membrane curvature. Studies have shown that the negatively charged headgroups phosphatidic acid and phosphatidylserine favor
negative membrane curvature when excess ion are present (due to charge repulsion) and nearly flat surfaces in pure water.
However, it is important to consider salt and pH conditions, as these may have an effect on the data [1, 11, 12].

CONCLUSION

In summary, there are three major membrane lipid groups: sterols, glycolipids, and phospholipids. These groups are determined
based on the molecular backbone of the lipid. A variety of headgroups can then attach and alter structure and function. Many of
these membrane lipids are directly associated with cellular processes, and therefore present health risks if perturbed. One case study
showed that higher levels of plasma sphingolipids increases risk or occurence of lung cancer [13]. Headgroups also largely affect
biological functions due to their ability to be charged, and often to change charge at different various pH values.
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1.3: Lipid Tails and Saturation

Lipids are molecules that are composed of a hydrophilic head group and a hydrophobic tail. Lipid bilayers form to remove the

hydrophobic tails from the aqueous phase. The lipid tails face the interior of a biological membrane (Figure 1.3.1). Phospholipids,

glycerolipids, and sphingolipids contain one or more (usually two) fatty acid chains as hydrophobic tails. A portion of the

sphingoid base also makes up part of the hydrophobic tail of a sphingolipid. The hydrophobic tail dominates the size of the

structure of sterols, excluding the hydroxl group. The shape and size of the lipid tail contribute significantly to the physical
properties of the membrane.
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Figure 1.3.1: Structure of the Palmitoyloleoylphosphatidylcholine Esterfied Fatty Acid (1-hexadecanoyl-2-(9Z-octadecenoyl)-sn-
glycero-3-phosphocholine). Image used from LipidsMaps.org

Fatty acids

The majority of membrane lipid tails are made up of esterified fatty acids. This means that the carboxylic acid group forms a bond
with the glycerol backbone resulting in an ester group. The hydrophobic tails consists of fatty acids. Fatty acids vary in both chain
length and degree of saturation. The chain length is the number of carbons in the fatty acid. The fatty acids can be completely
saturated, meaning the carbons are all connected by single bonds, or unsaturated, meaning the chain contains one or more double
bonds. A given fatty acid can be named in three ways based off of their chain length and degree of saturation. First, many have
common, or trivial names. For example, a 16 carbon fully saturated fatty acid is palmitic acid. An 18 carbon fatty acid with one cis
double bond at the 9th position is oleic acid. Another naming system is the shorthand structural. This consists of 2 numbers
separated by a colon. The first number is the number of carbons in the chain while the second is the number of double bonds.
Additional numbers are added after a delta (A) symbol to indicate the positions of the double bonds. Since most biologically
occurring unsaturated fatty acid have cis double bonds, there is nothing added after the number to signify cis. However, if the
double bond is trans, the number will be followed by a “t”. Palmitic acid and oleic acid are thus 16:0 and 18:1%9 respectively
(Sitwell 2013). Lastly, there is the system of nomenclature supported by IUPAC and IUBMB. In this system, the fatty acid takes its
carboxylic acid name. A 16 carbon saturated fatty acid is hexadecanoic acid. An 18 carbon mono-unsaturated at the 9th position
fatty acid is 9Z-octadecenoic acid. The “92” at the beginning specifies the location of the double bond and that it is cis. When
naming a phospholipid or glycerolipid containing fatty acid tails, the name of the tails precede the name of the headgroup. Since
the fatty acids are esterified, the suffix is changed from -oic to -oyl. The systematic name for a common phospholipid is 1-
hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycero-3-phosphocholine (Fahy et al 2011). This has hexadecanoic acid at position 1 and
9Z-octadecenoic acid at position 2 of the glycerol backbone (Figure 1.3.2A). Fatty acids can also be given an omega designation
which is determined by the position of the double bond carbon nearest to the methyl end. An omega 3 fatty acid is one were the 3rd
and 4th carbons from the methyl are connected by a double bond (Uttaro 2008).

Glycerophospholipids

The most common type of membrane lipids are glycerophospholipids or glycerolipids. Phosphoglycerides are prominent in higher
animals (such as vertebrates) while glycosylglycerides are important in plants. There are three chief classes of membrane lipid
which are widely distributed- glycerolipids, sphingolipids, and steroids. Glycerolipids, related to their abundance, are the most
important group. They can be divided into two main groups — phosphoglycerides (containing phosphorus) and glycosylglycerides
(without phosphorus but containing a sugar constituent) Phosphoglycerides are the major lipid components of most biological
membranes. Phosphoglycerides consist of a diverse and vast array of structures. They are the primary lipid components in most
membranes, excluding photosynthetic membranes of plants, algae, and cyanobacteria as well as archaebacterial membranes.
Typically, phosphoglycerides contain fatty acids esterified at positions 1 and 2 of glycerol making them diacylphosphoglycerides.
The names of these lipids come from the component which is attached to the phosphate esterified at position 3 of glycerol.
Therefore, the compounds are essentially derivatives of diacylglycerols in which the hydroxyl on the carbon 3 atom is esterified
with phosphoric acid. Moreover, the simplest phosphoglyceride contains only phosphoric acid attached to diacylglycerol which is
called phosphatidic acid. (Gurr, 2005)
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Glucosylglycerides are predominant components of photosynthetic membranes and play major role in some micro-organisms.
Their structure is comparable to that of glycerophospholipids with the sugars attached glycosidically to position 3 of glycerol and
fatty acids esterified at the other two positions. Roughly 40% of the dry weight of photosynthetic membranes of higher plants
consists of two galactose-containing lipids — monogalactosyldiacylglcerol and digalactosyldiacylglycerol. There is a B-link in the
first position of the galactose ring to glycerol while in digalactosyldiacylglycerol there is an o, 1,6-bond between sugars. Many
combinations of residues in diglycosyldiacylglycerols can be found in bacteria-most abundantly are two glucose, two galactose, or
two mannose residues linked «,1-2 or f3,1-6.
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Aside from galactose-containing lipids, a third glycosylglyceride, plant sulpholipid, is found in chloroplasts. It is more formally
referred to as sulphoquinovosyliacylglycerol and it contains a sulphonate constituent on carbon 6 of a deoxyglucose residue. This is
a naturally occurring negatively charged molecule with a very stable sulphonic acid group. This sulpholipid is highly characteristic
of the photosynthetic membranes of chloroplasts and cyanobacteria. All of the chloroplast glycolipids usually consists of great
amounts of a-linolenic acid. Moreover, monogalactosyldiacylglycerol may have up to 97%of its total acyl groups as this one
component in some plants. (Gurr,2005)

Sterols

Since the hydrophobic tail of a sterol is essentially a steroid, it is named accordingly. The suffix -ol is added to designate that it is a
sterol (Figure 1.3.2B).

Figure 1.3.2B: Cholesterol

Many sterols are significant units of many organisms especially their external cellular membranes. However, sterols are not
necessary or crucial components by all organisms even organisms with significant sterol content. Sterols are widespread in
eurkaryotes, but are rare in prokaryotes. Yeast and fungi have side chain alkylated compounds while plants and algae contain
sitosterol and stigmasterol as their most com common sterols. The primary function for membrane sterol is the modulation of
fluidity which is resolved by the interaction of sterol with the glycerolipid components.

Sphingolipids
The hydrophobic tails of sphingolipids are made up of a fatty acid and a long carbon chain on the sphingoid base. The name of the
lipid is thus a combination of the name of the sphingoid base and the fatty acid (Figure 1.3.2C) (Fahy et al 2011).
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Systematic name: N-(hexadecanoyl)-sphing-4-enine-1-phosphocholine
Common Name: Sphingomyelin
Figured out from the use of glucosidase enzymes or by permethylation analysis. (Gurr,2002)

Fatty Acid Biosynthesis

Fatty acid synthesis pathways are placed in two classes, type I and II. The steps in the type II pathway are catalyzed by separate
enzymes. In type I, multienzymes contain multiple domains that catalyze several steps in the synthesis pathway. Type II is found in
eubacteria and organelles of prokaryotic origin (mitochondria and plastids) while Type I is found in eukaryotes (Schweizer and
Hofmann 2004). Although the enzyme organization is different, the basic steps of fatty acid synthesis are conserved across bacteria
and eukaryotes and involve the sequential addition of acetyl groups from acetyl-coA to a growing fatty acid chain. To produce
saturated fatty acids addition of acetyl groups proceeds to form a chain of usually 16 or 18 carbons (Figure 1.3.3).

8Acetyl-coA +7ATP + 14NADPH — Palmitic Acid+7ADP + 7Pi+ 14NADP + 6H,O + 8coA (1.3.1)

Synthesis of an unsaturated fatty acid in bacteria occurs in a similar manner to saturated fatty acid synthesis up to the 10 carbon
intermediate. At this point a double bond is formed between the 3rd and 4th carbons on the chain (numbering from the side of
addition). After the cis double bond is added, the addition of acetyl units continues to 16 or 18 carbons, meaning the double bond
will be at positions 9 and 11 respectively (Chan and Vogel 2010). In eukaryotes, double bonds are added after fatty acid synthesis.
The enzymes that produce mono-unsaturated fatty acids preferentially introduce a double bond between carbons 9 and 10. This
means that 16:1%% and 18:129 are common on lipid tails. Another set of enzymes adds double bonds near the methyl end of already
unsaturated fatty acids. These preferentially produce bonds between the 3rd and 4th carbons and between the 6th and 7th carbons
from the methyl end (omega 3 and 6). Mammals do not have the enzymes needed to add double bonds near the methyl end.
Additional double bonds are added near the carboxyl end of fatty acids that already contain double bonds added by the other two
enzyme classes (Uttaro 2008). Thus, the degree of unsaturation and placement of the double bonds is determined by these enzymes.

Two fatty acid chains are attached to positions 1 and 2 of glycerol-3-phosphate to form phospatidic acid (Figure 1.3.4). This is later
converted to several other lipids by addition of diverse head groups . Some bacteria are able to introduce double bonds to the fatty
acid chain after the lipid is formed (Zhang and Rock 2008).

A Phospatidic Acid: (0]

1-hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycerol
/\/\/\/\_A/\/\/w(—o. H

Figure 4
Chemical structure from LipidMaps.org

Visualized with GChemPaint

Effects on membranes

Membrane fluidity and phase: The fluidity of a biological membrane is related to the melting temperature of the lipid tails within
it. The melting temperature is affected by both the chain length and saturation of the tail. Longer chains lead to higher melting
temperature because they are able to form stronger van der Waals forces between molecules. Higher degrees of unsaturation lead to
lower melting temperature. This is because the double bonds add kinks to the fatty acid chains which prevent tight packing of lipid
molecules. In general, the degree of saturation impacts the fluidity of the membrane to a greater extent than chain length (Sitwell
2013). Membranes of single lipid composition exist in two phases. At high temperatures they are in a highly fluid liquid-crystalline
phase. At low temperatures they are at a rigid gel phase. In membranes that contain cholesterol, the gel phase is replaced by a
liquid-ordered phase that maintains some fluidity (Komura and Andelman 2014). Lipids with saturated tails are prone to the liquid-
ordered phase, while lipids with unsaturated tails are prone to the liquid-crystalline, or liquid-disordered phase. In the liquid-
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ordered phase, the carbon-carbon bonds maintain trans-rotomers, meaning the tails straighten out as much as possible. The width of
the hydrophobic portion of lipids with long saturated tails will be greater than those with shorter or unsaturated tails because double
bonds can prevent the tails from straightening out completely and packing closely. The difference in the hydrophobic width can
lead to hydrophobic mismatch and phase separation (Komura and Andelman 2014).
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Small Tail
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(] Figure 5

Figure 1.3.5. While there is evidence for this in synthetic membranes, biological membranes largely use proteins to produce
membrane curvature (Shibata et al 2009).
Interactions with membrane proteins: The hydrophobic lipid tails are responsible for solublizing the trans-membrane portions of
a membrane protein within the membrane which illustrates one of the their many roles. A ring of lipids, referred to as a lipid
annulus, surrounds the protein and the relatively flexible tails cover the surface of protein (Lee 2011). Properties of the membrane
conferred by the lipid tail, such as the thickness of the hydrophobic phase, compressibility, and intrinsic curvature can significantly
impact protein folding and function within the membrane (Andersen et al 2007).
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1.4: Glycolipids

Glycolipids are components of cellular membranes comprised of a hydrophobic lipid tail and one or more hydrophilic sugar groups
linked by a glycosidic bond. Generally, glycolipids are found on the outer leaflet of cellular membranes where it plays not only a
structural role to maintain membrane stability but also facilitates cell-cell communication acting as receptors, anchors for proteins
and regulators of signal transduction [1]. Glycolipids are found widely distributed throughout all cells and primarily localized, but
not exclusively, to the plasma membrane.

Structure and Synthesis

The basic structure of a glycolipid consists of a mono- or oligosaccharide group attached to a sphingolipid or a glycerol group (can
be acetylated or alkylated) with one or two fatty acids. These make up the classes of glycosphingolipids and glycoglycerolipids,
respectively. Glycolipids interact and bind to the lipid-bilayer through the hydrophobic nature of the lipid tail which anchors it to
the surface of the plasma membrane.

Glycolipids Glycero- Sphingo-
yeolip Clycolipids Glyeolipids

”mH Ho% HO‘%
¥ = :T T: (Hzc

" H
Figure 1.4.1. Structure of glycolipids

Synthesis of glycolipids proceed by a series of enzymes that sequentially add sugars to the lipid. Glycosphingolipids are derived
from lactosylceramide (LacCer; B-D-galactosyl(1 — 4)-B-D-glucosyl-ceramide) where the first step is the acylation and desaturation
of D-erythro-sphinganine. Ceramide is glucosylated then [-galactosylated extracellularly to form lactosylceramide. Further
elongation can occur via glycosyltransferases and sulfotransferases. For example, the biosynthesis of a major glycoglycerolipid in
plants involves the transfer of a galactosyl from UDP-Gal onto diacylglycerol to produce [-galactosyldiacylglycerol via
galactosyltransferases. An additional transfer of a galactosyl from UDP-Gal forms «-D-galactosyl-(1,6)-O-f3-D-
galactosyldiacylglycerol [2].

Metabolism

Degradation of glycosphingolipids are mediated by internalization by endocytosis. They are transported to the lysosomes where
enzymes degrade the glycosphingolipids through hydrolytically and irreversible cleavage of bonds. Sphingolipidoses, which are
present in the membrane, also mediate the degradation of these class of glycolipids [4].

Dysfunction of glycolipid metabolism is linked to several different diseases from the disruption of glycolipid degradation leading
to the accumulation of glycolipids. Figure 1.4.2 illustrates diseases associated with different disruptions in the metabolism of
glycolipids. For example, Tay-Sachs disease is an autosomal recessive disease that is a member of the Gy, gangliosidotic disease.
The disease portrays symptoms of severe psycho-motor developmental disordered which is caused by the inabiligy to properly
degrade membrane associated gangliosides. This occurs because the enzyme required to break down gangliosides, (-
hexosamindase A, is dysfunctional due to mutations in the HEXA gene. The accumulation of these gangliosides in the neurons
results in neural cell death.
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Figure 1.4.2. Diseases associated with dysfunction of glycolipid metabolism

Distribution

The majority of glycolipids are located in membrane structures in the cell. Two-thirds of total glycolipids are distributed in
intracellular membranes such as the golgi-apparatus, endosomes, lysosomes, nuclear membrane, and mitochondria [4]. Glycolipids
are synthesized in the golgi-apparatus where the majority are transported to membranes to maintain the bilayer. Few glycolipids
can be found in the cystol; approximately 5% of the total glycolipids in the brain are found in the soluble fraction.

Glycosphingolipids in the plasma membrane can cluster with cholesterol to for rafts which contains less phospholipids relative to
other portions of the membrane; approximately 70% of total glycolipids are found in these rafts which form hydrophobic
interactions [5]. In addition, sphingolipids and glycosphingolipids form weak interactions between the carbohydrate head groups
and the hydrophobic saturated side chain lipids with cholesterol filling any voids [6]. The strong interactions between glycolipids
and cholesterol is the driving force which segregates them from the fluid phospholipids in the membrane [7].

Function

Carbohydrates on glycolipids are the most exposed structures on the extracellular surface of cells and are flexible with numerous
binding sites which make them optimal for cell signaling. Since the lipid moiety is usually buried within the membrane,
carbohydrate-carbohydrate interactions are the predominant interactions that may occur between glycolipids. They can interact side
by side within the same membrane or trans interactions between two membranes. Trans interactions between glycolipids was
reported to be the basis for glycosphingolipid-dependent cell to cell adhesion which involves calcium ions [8]. Further studies
reported that cell surface carbohydrates play major roles in cell-substrate recognition in oncogenesis, myelin sheath regulation, and
cell adhesion in metastasis [9-11]. Glycolipids play an important role in several biological functions such as recognition and cell
signaling events; below are a few biological functions glycolipids play a role in.

Signal Transduction

Glycosphingolipids and sphingomyelin are clustured into microdomains where they can associate with serveral different proteins
such as cSrc, G-proteins, and focal adhesion kinase to mediate cellular events [12]. In the plasma membrane, glycosphingolipids
form rafts with cholesterol where these regions have relatively less phospholipids. Shown in Figure 1.4.3, glycosphingolipids form
rafts with cholestorol to anchor GPI proteins to the extracellular leaflet and src family kinases to the cystolic leaflet. Thus,
glycosphingolipids have been These microdomains can cause cellular responses by associating with GPI-anchored proteins which
may induce activation of specific kinases to transduce the phosphorylation of different substrates [13]. The glycosphingolipid
microdomains have also been associated with mediating immunoreceptors and growth factor receptors [14].

|+ Figure
Figure 1.4.3. Interaction Glycolipids and membrane bound proteins.

Cell Proliferation
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Glycolipids have been observed to play a role in the regulation of cell growth via interactions with growth factor receptors.
Intracellular ceramide stimulated DNA synthesis in endothelial smooth muscle cells and also induced mitogenesis by platelet-
derived growth factor [15]. Lactosylceramide activates NADPH oxidase to modulate interacellular adhesion molecule -1
expression on human umbilical vein endotheial cells and to induce proliferation of human aortic smooth muscle cells. With the
reduction of ceramide, there was increased ceramidase activity, sphingomyelin synthase which is associated with the proliferation
of smooth muscle cells. In addition, gangliosides are known to be involved in inducing apoptosis. Apoptotic signal triggered by
CD95 in lymphoid and myeloid tumor cells increase ceramide levels which results in the increase in ganglioside GD3 synthesis;
GD3 is known to be a potent mediatior of cell death. Abundant amounts of glycosphingolipids are found in the plasma membrane
of cancer cells where antibodies targeting these gangliosides result in apoptosis [16]. Treatment with anti-ganglioside GD2
monoclonal antibodies induces apoptosis in GD2 expressing human lung cancer cells.

Calcium Signaling

Gangliosides are associated with calcium ions which is thought to have a role in neuronal function. Ganglioslide micelles bind to
calcium ions with high affinity and may play a significant role in synaptic transmission. It has been reported that sphingosine and
ceramide mediate the release of calcium from intracellular stores. Gangliosides may also play a role in calcium homeostasis and
signaling. These glycolipids induce changes in cellular calcium through the modulation ofcalcium influx channels, calcium
exchange proteins, and calcium dependent enzymes which were altered through the association of gangliosides. [17]. In addition,
increased levels of intracellular glucosylceramide resulted in increased calcium stores in neurons [18]. Glycolipid
galactocerebroside have been observed in the opening of calcium channels in oligodendrocyte cells.

Types of Glycolipids
Glycosphingolipids

Glycosphingolipids are a class of glycolipids which contain ceramide as the lipid complex. Ceramides are amides of fatty acids
with long chain di- or trihydroxy bases. The acyl group of ceramides is a long chain saturated or monounsaturated fatty acids.
These lipids are primarily found in nerve tissue nerve tissue and mediate cell signaling. The glycophingolipids can be subdivided
into the following groups:

1. Neutral glycosphingolipids: Cerebrosides also known as monoglycosylceramides are glycolipids primarily found in the brain
and peripheral nervous tissue. The most common cerebroside contains a molecule of galactose found in myelin. Their function
is to provide a protective coating to each nerve acting as an insulator with high concentrations in the myelin sheath.

2. Acidic glycosphingolipids: These lipids are negatively charged at physiological pH which is provided by N-acetylneuraminic
acid (NANA) or by sulfate groups in sulfatides. Gangliosides contain a sialic acid (NANA) making them negatively charged.
These are found in the ganglion cells of the CNS and are predominantly at nerve endings. Sulfatides are sulfated
galactocerebrosides which are found in the brain and kidneys. They are primarily found in the medulated nerve fibers and have
been linked to immune responses to nervous system signaling.

3. Basic glycosphingolipids

4. Amphoteric glycosphingolipids
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Glycoglycerolipids

1. Neutral glycoglycerolipids: These usually contain one or two sugars linked to glycerol or diacylglycerol. These lipids have
important roles in higher plants, algae, and bacteria in which they are localized to photosynthetic membranes. Photosynthetic
membranes are comprised of about 85% of neutral glycoglycerolipids [6]. neutral glycoglycerol lipids can be separated into
non-acylated or acylated glycoside moieties.

2. Glycophospholipids: These compounds are glycoglycerolipids containing at least one phosphate group attached to either the
sugar or glycerol. The simpliest of these compounds are found in red blood cells called glucosylated phosphatidic acid.

3. Sulfoglycoglycerolipids: These compounds contain a sulfur atom and are proposed to be localized to acidic membranes
(surface membrane strongly acidic). Sulfolipids are shown to be present in the thylakoid membranes of plants within the
photosynthetic membranes.
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1.5: Sphingolipids

Sphingolipids are a type of lipids made up of fatty acid chains that were first mentioned in 1884 in J.L.W. Thudichum’s A Treatise
on the chemical composition of the brain. They were named after the Greek mythological creature, the sphinx, due to the unknown
riddle of their function.'!! Sphingolipids are found in essentially all plants, animals, fungi and in some prokaryotes and viruses.
Specifically, they are found in membranes and as a major component of lipoproteins.!

Structure

Sphingolipids are amphipathic molecules; they have hydrophobic and hydrophilic properties. In the hydrophobic region there is a
sphingoid long chain base (aliphatic chains with attached hydroxyl groups) with a fatty acid chain attached by amide bond at
carbon 2. In the hydrophilic region, there are phosphate groups, sugar residues, and/or hydroxyl groups.[3! This amphipathic nature
allows for the diffusion of sphingolipids between membranes and for the flipping of sphingolipids between membrane leaflets.
However, sphingolipids are still more likely to accumulate in acidic environments because of the possible ionization of a free
amino group.!*! There are several classes of sphingolipids: the sphingoid base and simple derivatives, ceramides, and complex
sphingolipids (Figure 1.5.1).
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Figure 1.5.1: Sphingolipids general structure. (CC BY-3.0; LHcheM).

Sphingoid base & simple derivatives

Sphingolipids are composed of many backbone “sphingoid bases” which are synthesized from serine and a long-chain fatty acyl-
CoA.[25]1 If a backbone has not yet been analyzed, it is referred to as a sphinosine, after the original name for the fundamental
component of these lipids. Sphingoid bases can vary in alkyl chain length/branching, the number and position of double bonds, the
number and locations of hydroxyl groups, etc. A simple sphinosine base can be seen in Figure 1.5.1.

These simple derivatives exist mainly as the backbone of more complex sphingolipids, but they do exist on their own. They are
mainly used in intra-and extra-cellular signaling.”?! The exact structure of the sphingolipid determines the function. For example, in
the dermis, there are additional hydroxyl groups at positions 4 and/or 6 that interact with neighboring molecules to strengthen the
permeability of the skin barrier.[!

Ceramides

Ceramides, which are synthesized in the endoplasmic reticulum, are the simplest sphingolipid after the backbone.!®! They are fatty
acid derivatives of sphingoid bases, linked by amide bonds. They are usually fully saturated or mono-unsaturated and consist of 14-
26 carbons, but are sometimes longer. There is sometimes a hydroxyl group on the ® or w-carbon atom.!>°! The structure can be
seen in Figure 1.5.2. Ceramides have high phase transition temperatures of greater than 37°C. This is due to their predominately
saturated nature, which allows for the tight packing of lipids. This also favors the segregation of ceramides (and more complex
sphingolipids) into regions called membrane “rafts.”[26]
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Ceramides are key to cell signaling processes.”®! They generally serve as second messengers by regulating cell growth, senescence,
and apoptosis. The exact function depends on the type of sphingolipid base and fatty acid.[?! For example, ceramides containing
palmitic acid for a fatty acid chain are generated in response to apoptosis. Much of the specifics of ceramide function is still under
investigation. Ceramides also serve as a precursor to more complex sphingolipids.[3]

Ceramides can only exist in membranes but they have a rapid flip rate between leaflets. This means they cannot leave the organelle
they are created in, but will have access to binding proteins and enzymes on both sides of the bilayer. As such, ceramides can
usually only be modified by enzymes that exist in the membrane compartment that the ceramide was produced in.[4]

Complex Sphingolipids

The synthesis of complex sphingolipids occurs in the Golgi apparatus.3] The bulky headgroups of these sphingolipids make
flipping between membrane leaflets very unlikely without the aid of flippases. This means that without flippases, sphingolipids are
restricted to the lumenal Golgi leaflet/outer leaflet of the plasma membrane.[* The two main type of complex sphingolipids are
phospho- and glycol-sphingolipids.

Phosphosphingolipids

Phosphosphingolipids are linked by phosphodiester bonds.[”) In mammals, the major phosphosphingolipids are gomyelins
(ceramide phosphocholines). In insects, it is ceramide phosphoethanolamines. The major phosphosphingolipids in fungi are
phytoceramidesphosphoinositols and inositol phosphates. Aquatic organisms typically have sphingolipids where the phosphate has
been replaced with a phosphono- or arsenate group.?! Example phosphosphingolipids can be seen in Figure 1.5.3.

Glycosphingolipids

Glycosphingolipids have one or more carbohydrate groups in a glycosidic linkage (usually; ceramide phophonositols are an
exception). The structure can be seen in Figure 1.5.4. There are four classifications of glycosphingolipids:

1. Neutral glycosphingolipids: 1 or more uncharged sugars (i.e. glucose, galactose, N-acetylglucosamine, N-acetylgalacoseamine,
fucose)!?!

2. Acid glycosphingolipids: ionized functional groups (i.e. phosphate or sulfate) attached to neutral or charged sugars'?!

3. Basic glycosphingolipids!®

4. Amphoteric glycosphingolipids!®!

Naming of Sphingolipids

Sphingolipids are named using ITUPAC nomenclature for lipids (http://www.chem.qmul.ac.uk/iupac/lipid/). The most common
sphingoid base is sphingosine. The official names of sphingosine are (2S,3R,4E)-2-aminooctadec-4-ene-1,3-diol or D-erythro-
sphingosine & E-sphing-4-enine. The abbreviation is d18:1. The first number represents the number of carbon atoms. The second
number is the number of double bonds. In this case, the letter ‘d’ refers to the 2 (di-) hydroxyl groups./?°!

Biological Functions

There are many biological functions associated with sphingolipids, including cellular regulation, signaling and metabolism.

Biophysical Properties

Sphingolipids tend to form clustered structured called microdomains, rafts, or caveolae (when containing caveolin). Saturated alkyl
sidechains allow for strong van der Waals interactions. Ceramide hydroxyls, amide bonds, and polar headgroups allow for
hydrogen bonding and dipole interactions. Sphingolipids are enriched in growth factor receptors, transporteres and proteins with
glycosylphosphatidylinositiol-lipid anchors. Sphingolipids help stabilize the membrane bilayer which helps structures such as the
lamellar bodies that maintain the permeability of skin. Their water solubility allows for rapid movement between membranes.
Sphingolipids can exist in cationic and neutral forms.[?!

There are three major phases that a lipid membrane can take (Figure 1.5.5).

o In the gel phase, the lipid bilayers are in the solid state. The packing of the lipid molecules is very tight and ordered, leading to
little movement of lipids across the membrane surface.

o In the liquid disordered phase, are highly fluid states in which the individual lipids can move unhindered across the surface of
the membrane. The packing of the lipids is highly irregular and the lipids themselves are often kinked due to unsaturated fatty
acids.
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e The liquid ordered phase in a cross between the gel phase and the liquid disordered phase. There is still the relatively easy
movement of lipid molecules across the membrane, but the membrane itself is more tightly packed, leading to a more solid
structure. This phase comes about through the presence of sterol molecules within the membrane.

Lg' - 9el phase Lo, - liquid ordered

S0 o
" LRI, QUMY

Lq - liquid disordered Lo - liquid ordered

Figure 1.5.5: The gel, liquid disordered and liquid ordered phases of membranes (Faller 2016)

T>T,

Membrane rafts are caused by a phase separation in the membrane. They occur when the liquid ordered phase and the disordered
phase coexist. Tight packing of lipids is key to raft formation. In the liquid ordered phase, like the ordered gel phase, lipids are
elongated and tightly packed, but they still have a higher degree of lateral mobility.®! Figure 1.5.7 shows a membrane with a lipid
raft.

Membrane rafts are abundant in membranes that are cholesterol and sphingolipid rich (i.e. the plasma membrane). They are
important in sorting in the trans-Golgi network, sorting in the endocytic pathway, as a docking site for pathogens and toxins, and as
integrin receptors.[e]

=

Figure 1.5.7: A membrane containing a lipid raft. Section 1 is a standard lipid bilayer and section 2 is the lipid raft

Cellular Regulation

Cellular sphingolipids are located in many places throughout the cell. They are found in the outer leaflet of the plasma membrane,
in the lumen of intracellular vesicles/organelles (i.e. endosomes, Golgi membranes), and in undefined locations in the
mitochondria, nuclei, and intracellular compartments. This abundance makes them ideal candidates for cell regulation.[z]

Cellular sphingolipids interact with complementary ligands (i.e. extracellular matrix proteins/receptors), with other carbohydrates
(i-e. glycosynapse) and with proteins on the same cell surface. Through these interactions, they can control the location of a protein
(i.e. in membrane rafts) and modify the conformation of the protein and its activity. They can also be recognized by viruses,
bacteria and bacterial toxins as a means of attachment and entry.?!

Ceramides have multiple roles in membrane biogenesis and regulation. They can influence ER to Golgi trafficking. They can help
with the formation of autophagosomes. It is also likely that they influence the ER interactions with the nuclear membrane, outer
membrane of mitochondria, and the plasma membrane.?!

Cellular Signaling

Sphingolipids affect cell signaling by influencing the properties of receptors directly. The exact pathway for signal transduction
varies depending on the exact function of the sphingolipids but there is a general pathway.[2]
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1. Receptors are activated by cytokines (i.e. IL1, tumor necrosis factor-w), growth factors (i.e. platelet derived growth factor), or
other agonists.
2. Hydrolysis of membrane sphingolipid to ceramide is induced.
3. Sphingolipids either serve as a lipid second messenger, or can be converted to downstream metabolites (i.e. sphingosine,
sphingosine 1-phosphate, ceramide 1-phosphate).
4. Downstream targets (i.e. proteins kinases, phosphoprotein phosphatases) that control cell behavior are either activated or
inhibited.
Sometimes, multiple sphingolipids within the same cell have opposing signaling function. For example, ceraminde and sphingosine
1-phosphate signal for conflicting functions of cell growth. One signals for the inhibition of growth, while the other signals for the
stimulation of growth. (Or in other words, the induction vs. inhibition of apoptosis.) The cellular pathway taken is determined by a
ceraminde/sphingosine 1-phosophate “rheostat” in deciding between growth arrest/apoptosis and proliferation/survial.l?]

Because sphingolipids are complex molecules, they can take diverse input signals and produce multiple coordinated outputs.
Signaling from sphingolipids also alters membrane structure and behavior of other membrane receptors and/or proteins.?!

Metabolism

Sphingolipid base acylation is done through ceramide synthases which are highly specific for acyl chain lengths.!”) Regulation
occurs through control of enzyme expression, post-translational modifications, and allosteric mechanisms. These can be cell
specific — they can control sphingolipid synthesis during specific phases of the cell cycle, in response to specific signals.”®! Figure
1.5.8 shows several metabolic pathways of sphingolipids.
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Figure 1.5.8 — Sphingolipid metabolic pathways

During sphingolipid metabolism, sphingomyelin turnover produces signaling metabolites and alters the structure of membrane
domains, depending on its presence. In addition, changing the glycosphingolipid composition affects the properties of the cell
surface and its interaction with the extracellular matrix and neighboring cells. Because of this, sphingolipid metabolism and
signaling are basically the same.!]
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1.6: Sterols and Sterol Induced Phases

Sterols are a class of hydrophobic ringed lipid molecules found in biological membranes throughout eukarya. Sterols can comprise
greater than 50% of the membrane lipid content in cells, and are known to alter membrane fluidity and structure [1]. Though the
mechanisms of these effects are still under debate, sterols have been shown to induce altered lipid phases in bilayer systems,
generally increasing the order of acyl chains while maintaining lipid translational fluidity. Their actions are thought to be essential
to the formation of lipid with various effects on cell biology and serve as precursors to steroid hormones in animals.

Hydrophilic
PolarHead
Group

Hydrophlllc
PolarHead

Rigid Sterol

Hydrophobic
Chains

Hydrophobic
Chains

Figure 1.6.1: Space-filling diagram of (a) sphingomyelin and (b) cholesterol depicting relative size and depth in membrane. (Public
Domain; Wlstutts via

Sterol Structure

All naturally occurring sterols are comprised of a hydrocarbon tetrameric fused ring structure and acquire a small degree of polarity
from a 3-hydroxyl in the B configuration (fig 2); a-hydroxyl sterols are not found in natural membranes. The most common sterols
also have a short aliphatic tail on the opposite end on C17. In lipid bilayers the hydroxyl acts as the polar head group and orients
towards the phospholipid head groups of the bilayer, while the rings and short hydrophobic tail extend into the hydrophobic core of
the membrane, aligning with the acyl chains of the phospholipids. The topography of sterols is such that the « side of the relatively
rigid ring structure is flat while the B side has protruding methyl groups; this structure constrains their interactions with lipids
allowing significant contact on the flat surface.

Common Sterols

Many different sterols are found in biological membranes and are specific to certain phyla. Subtle differences in their structure can
change their effect on membrane structure and dynamics as discussed below. Cholesterol is the most common sterol in animal
membranes accounting for approximately 20-30% of sterols found therein [2]. It is characterized by a single double bond in ring B
(C5-C6) and the lack of a branching carbon at position 24. Ergosterol is found in the membranes of fungi and protists and differs
from cholesterol by containing two more carbon-carbon double bonds (one in ring B, another between carbons 22 and 23 in the tail
region) and a methyl group at position 24.

Sterols from plants are known as phytosterols. Common phytosterols include campesterol, stigmasterol and sitosterol, though
hundreds of different compounds have been isolated from plants. Hopanoids are pentacyclic compounds that share a similar
structure with sterols and are often found in prokaryotic membranes, where they are thought to have an effect on membrane
stability and structure similar to sterols [3].
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Figure 1.6.2: Backbone structures of common sterols and nomenclature of the conserved backbone carbons. Source: Ian Kimball.

Liquid-ordered Phase (/,)

Sterols have pronounced effects on the phase behavior of lipid membranes. When added to lipids in the (Lg) sterols tend
to liquefy the membrane structure by disrupting the highly ordered tilted structure of the hydrocarbon chains. At low temperatures
this induces the liquid crystal phase (L) where the lipid tails are fully extended, but not tilted [4]. Conversely, cholesterol tends to
solidify lipids in the liquid disordered phase (L,). In both cases, higher cholesterol concentration leads to the formation of an
intermediate phase, known as the liquid ordered (I,) phase. In the I, phase, the phospholipid tails have higher order similar to the
gel phase, but maintain lateral fluidity similar to the L, phase [2,5] (fig. 3). The area per molecule is also reduced (see condensation

effect below)
Lg' - gel phase L, - liquid ordered
@W o {ICTHCHARCHTCHTROM
rer. _sterot_ [ICTIOHCTCTTO
U U OUOMMUOUOMIMY
Lg - liquid disordered L, - liquid ordered

Figure 1.6.3: Sterol-induced liquid-ordered phase. Source: [6]

Lipid phase diagrams (fig 4) show the phase coexistence of I, and either L, or the ripple phase Pg (sometimes called pre-transition
phase), depending on temperature in lower cholesterol content. As the relative concentration of sterol in the membrane increases,
the I, phase dominates as all phospholipids come in near contact with sterols [7]. The ordering of saturated acyl chains in the
presence of cholesterol has been studied by many different methods including H-NMR, EPR, and MD simulations [2], which
show that sterols induce order in neighboring fatty acid tails. Headgroup type, tail length and saturation, and whether the lipids are
glycerol or sphingosine-based all influence the effects of sterols [2]. Notably, sterols have the most pronounced effect on the phase
behavior of long saturated phospholipids like dipalmitoylphosphatidylcholine (DPPC); however, the presence of one saturated tail
is sufficient for the effect [7]. Likewise, sterols with an a conformation or methyl groups in the trans conformation are incapable of
affecting the phase behavior of lipids [1].
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Figure 1.6.4: Lipid phase diagram as function of temperature and cholesterol content. [7] (CC BY 4.0; Armstrong et al. via PLOS)

Cholesterol and the main phase transition

The effect of cholesterol on lipid phases has been extensively studied with a method known as differential scanning calorimetry
(DSC). With DSC the rate of heat flow can be measured as the temperature of a sample is increased or decreased at a constant rate.
When the sample transitions between phases, the excess heat flow is recorded as a spike around the temperature at which that phase
transition occurs. When heated or cooled past their phase transitions, pure lipids will display a sharp peak. The addition of sterols
leads to a dampening and broadening of the enthalpy spikes associated with pre-transition and the main phase transition, effectively
eliminating the phase transitions at higher cholesterol concentrations as the membrane enters the I, phase [1]. This effect is
dependent on the type and amount of sterol as well as the type of phospholipid [9]. For example, a precursor to cholesterol known
as lathosterol differs in structure only by the placement of one double bond. This small difference means the lathosterol decreases
the temperature of the main phase transition while cholesterol increases it, though cholesterol is eliminates the transition at high
molar percent while lathosterol does not [9]

The Condensation Effect

When cholesterol is added to a membrane, the 2-dimensional area per molecule decreases while the membrane thickness increases;
this is known as the condensation effect. The mechanism for this effect is unclear [4], but the rigid structure of cholesterol means
that the reduction in surface area must be due to changes in the order of the lipid tails (fig 5). In DMPC membranes, increasing
cholesterol from 0 to 50 mol% can lead to 25% reduction in area per DMPC molecules [2]. This condensation augments membrane
strength and decreases permeability, and is strongest when paired with phosphatidylcholine-based lipids [10].

Figure 1.6.5: Simulation of sterol-induced phases. Palmitoyloleoylphosphatidylcholine (POPC) appears in grey,
palmitoylsphingomelin in orange, and cholesterol in yellow. Note the increased order in the 1, phase and the change in dimensions
of the membrane when cholesterol and PSM are present. Cholesterol also tends to interact with PSM more than POPC. Source: [11]
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Sterols in Rafts

In biological membranes sterols are essential components of lipid rafts. Cholesterol makes a hydrogen bond with the sphingosine
head group and preferentially associates with the fatty acid tails of sphingomyelin over other lipid tails. Cholesterol and
sphingomyelin together solidify the membrane and decrease the lateral diffusion of lipids leading to long-lasting I, domains amid
L, lipids [11]. The lipid characteristics of rafts are thought to be important in determining membrane protein function.

Steroid Hormones

In animals, cholesterol serves as a precursor for all steroid hormones such as estradiol, aldosterone and cortisol, which act via
intracellular receptors to regulate gene transcription in target tissues. These hormones are vital to nearly all physiological function
including growth and reproduction, the stress response, water balance and metamorphosis (in invertebrates).
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1.7: Lipids in Non-Aqueous Environments

It is widely known that in the presence of aqueous solutions, lipids will spontaneously form ordered structures such as micelles and
bilayers. This process is driven by the structure of the lipid, consisting of an ionic polar group at the head of the lipid and a long
hydrocarbon chain which is nonpolar. The head group of the lipid is hydrophilic, while the long nonpolar portion is hydrophobic or
lipophilic. In the presence of water, a polar molecule, the structures organize themselves in order to minimize the exposure of the
hydrophobic ends to the water molecules in the solution. This interaction is driven by the formation of hydrogen bonds and the
arrangement of water around the polar head groups of the lipids (the formation hydration shells).

polar heads

SR

nanpalar tails
lipid-bilayer sphere single-layer lipid sphere lipid-hilayer sheet

Figure 1.7.1: Structures formed by lipids in aqueous environments®

In the absence of water, the observed interactions between the lipids are free of the effects of the hydrogen bonding. These non-
aqueous environments allow for the study of lipid behaviors in the absence of water.2 There are three main classifications of non-
aqueous solvents used for the replacement of water in lipid bilayer systems: organic solvents, “dry” solvents, and purely ionic
mediums. 2

Organic Solvents

Organic solvents are a non-aqueous class of liquid solvents which have a common structure containing at least one carbon and one
hydrogen atom. They are generally lipophilic, allowing for their use in dissolving lipids. Organic solvents have been used to study
the effect of water on lipid structures, specifically the structure and behavior of the lipids in the absence of water.

Glycerol is an organic solvent that has been used to substitute for water in the study of biological membranes; glycerol has been
shown to substitute for water in biological systems. Multilamellar liposomes can be formed from phospholipids in pure glycerol. 3
Under pure glycerol conditions, the liposomes exhibit the same fluid space (fluid spacing between bilayers) that is measured in
water. In solutions of glycerol and water, however, fluid spacing between the lipid bilayers is a function of the glycerol mole
fraction in water due to glycerol changing the dielectric permittivity of fluid space. The dielectric constant of glycerol is around
42.5 compared to the dielectric constant of water of ~80. The effect of changing dielectric permittivity is to change the long-range
Van der Waals forces between the lipid bilayers. >

Interdigitated hydrocarbon chain packing

Alcohols, including ethanol, have been shown to have a biphasic effect on the gel to liquid-crystalline phase transition temperatures
of saturated phosphatidylcholine bilayers. It is observed that at low concentrations of alcohol in solution, the lipids exhibit a
decrease in Tm with increasing concentration. At higher alcohol concentrations there is a reversal in the slope of the changing Tm
with respect to increasing concentration of alcohol; at high concentrations there in an increase of Tm with increasing alcohol

concentration. *°

The concentration at which the reversal takes place is also dependent on the length of the hydrocarbon tails of the lipids; it is more
energetically favorable for long chain lipids to interdigitate than short chained lipids due to Van der Waals interactions. The
decrease in Tm in the low concentration ranges is explained by freezing point depression as a result of the preferential interaction
of the alcohol with the liquid-crystalline phase of the lipid. The reversal in the trend at higher concentrations of alcohol is due to an
induced gel phase in which the phospholipids from opposing monolayers interdigitate/interlock.
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Figure 1.7.2: Effect of ethanol concentration on main transition temperature shift in DSPC and DPPC bilayers. Inset diagrams of
normally spaced and interdigitated bilayers 4

"Dry" Solvents

It is possible to maintain the integrity of lipid membranes in the absence of water using certain molecules. These molecules, usually
a sugar such as trehalose, serve to act as substitutes for water in the structure of the lipid bilayers. °

“Wet” Interactions

The roles dry solvents play in interacting with phospholipids can best understood in the context of the interactions water has with
the lipids. There are several things to consider regarding the interactions of water with these lipids, namely the affects of hydration
such as shell formation, swelling, and headgroup separation between bilayers. For example, when water hydrates phospholipids,
the lipids swell as water becomes bound to the headgroup of the lipids. Phosphatidylcholines can bind 10-12 mol of water per mol
of lipid. 7 The water which binds to the lipids forms the hydration shell of the lipid. Increase in hydration of phospholipid bilayers
can result in increased area per lipid molecule, increased disorder among hydro carbon chains, and increased lamellar repeat
distances. The lamellar repeat distance is the separation of head groups between stacked lipid bilayers.

Decreased hydration levels (generally below 20%) result in increased van der Waal’s interactions, which increase the likelihood of
the lipid undergoing a liquid crystalline to gel phase transition. ’

Dehydration

Dehydration of lipid bilayers can result in fusion. Dehydration causes a reduction in the force of hydration which opposes the
fusion of lipid bilayers. Fusion of lipid bilayers during dehydration has been shown using freeze-fracturing techniques. In the cases
where fusion has been observed, the fusion is between adjacent bilayers. 7 The implications of this fusion are evident in cellular
membranes that undergo dehydration. Fusion of cellular membranes can result in leakages during the transitions from liquid-
crystalline to gel phase (drying) and gel to liquid-crystalline (rehydration).
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Figure 1.7.3: Melting endotherms for dry and hydrated multilamellar vesicles of POPC. Inset: Changes in enthalpy of high and low
temperature endotherms for dry POPC and trehalose ”
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Sugar Protectants

Membranes may be stabilized in the absence of water in presence of dry sugars such as trehalose. The sugars are theorized to
stabilize lipid bilayers by inhibiting the fusion of the lipids in the absence of water. In the case of trehalose, the addition of small
amounts of the dry solvent (~1g trehalose/g phospholipid) preserves phospholipids in the “dry” state while maintaining the
phospholipid's liquid crystalline phase. High resolution proton NMR can be used to demonstrate that phospholipids dried without a
dry/stabilizing sugar present result in gelling of the hydrocarbon chains, while in the presence of trehalose the hydrocarbon chains
remain in a fluid phase. 7

There is likely a direct interaction between the phosphate head groups of the lipid and the hydroxyl groups of the trehalose due to
hydrogen bonding. Other sugars such as sucrose, which are not as readily able to form hydrogen bonds, can also be used with
varying degrees of success (Figure 1.7.4).
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Figure 1.7.4: Plot of retention of trapped solute after removal of water (drying) in presence of various sugars ’

Purely lonic Solvents

Purely ionic salts, also known as fused salts are unique solvents in that they are able to provide purely ionic medium in the absence
of water. Thus, these solvents can be used to study the role of ionic bonding between the phosphate head groups of phospholipids
and the corresponding interactions resulting from hydrogen bonding in water. & Similar to the organic solvents and dry solvents, the
fused salt is used to replace water in studies concerning phospholipid bilayers.

Ethylammonium nitrate

Ethylammonium nitrate (EAN) is one of the earliest identified room temperature ionic liquids with a melting point of 12 degrees C.
The ionic fluid has been used to study the interactions of distearoylphospatidylcholine (DSPC) and L-
dipalmitoylphospatidylcholine (DPPC). ° The presence of EAN had little effect in the phase transition of DSPC, however in
subsequent studies with DPPC in the presence of EAN it has been observed that a subgel to liquid crystalline transition is observed.
The subgel transition is unique to the purely ionic solvents. In the interaction of the ionic fluid with the lipids, the acyl chains are
disordered, forcing a transformation from the subgel bilayer to a Hexagonal array of cylinders (HII) without passing through L-
beta, L-beta', or L-alpha intermediate forms. °

Additionally, the acyl chain packing structure (also known as subcells) for DPPC in EAN were found to be larger than the DPPC
subcells in water. 8 The implications of these observations in EAN may be that the gel-phase observed in water is characteristic of
the water's interaction with the lipid, but not the ionic fluid's; the gel phase may only be a metastable phase. ° In the case of the
presence of the ionic fluid, the larger DPPC subcells may allow for the thermodynamically stable Hexagonal array to be the high-
temperature liquid crystalline phase.

The evidence of these phase transitions is shown below in the following differential scanning calorimetry thermogram. In (a) the
DPPC in EAN undergoes a transition from L-c to an H-alpha or some non lamellar phase.(b) Initial cooling results in a transition
from the non lamellar phase to a gel phase. It is unlikely that during cooling the process would result in the formation of an L-c
phase. (c) The reheating results in two phase transitions possibly from the L-c to the L-alpha phase and then from the L-alpha to the
Hexagonal array phase.
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Figure 1.7.5: DSC curves of multilamellar dispersion of DPPC in EAN (a) first heating, (b) cooling (c) reheating °

Liquid Crystal Formation

Liquid crystal formation of DSPC in the presence of totally ionic fluid EAN can be viewed by polarizing microscopy. In a 1:1
mixture of DSPC to EAN was micrographed in the range of 57 to 100 degrees C. In this range the micrographs show a texture of
oily streaks. Below a measured temperature of 56.7 degrees, the oily streaks take on the appearance of rigid, angular bundles. °

Figure 1.7.7: Micrograph of DSPC - EAN (1:1 mixture), T=56.1 C. Note rigid bundle appearance °
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The evidence of these two phase transitions are analogous to well-known order-disorder or gel-liquid crystalline transitions that are

observed in lecithin-water mixtures. °

Summary

The three main classifications of non-aqueous environments with applications to the study of lipids are organic solvents, dry
solvents, and purely ionic salts. Each of these environments give insight into the behavior of lipids in the absence of water,
providing invaluable information regarding the importance of water on the structure of lipids. Organic solvents are generally used
to dissolve lipids. In the case of some solvents, like alcohols, the solvent can replace water in the fluid space between lipids,
influencing the interactions and spacing between the lipid bilayers. Dry solvents can come in the form of dry sugars and other
molecules. These sugars serve to protect lipid membranes by preventing fusion via hydrogen bond interactions with the hydrophilic
headgroups of the phospholipid. Fused salts are used to determine the influence of purely ionic interactions in the the absence of
hydrogen bonding. Each of these environments are used to create simple models systems for studying the phase changes, the
bilayer structure, thermal behaviors, and interaction forces between bilayers. Practical applications of the study of these
environments are numerous, including the preservation of the lipid membranes of cells during drying/rehydrating. 7
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CHAPTER OVERVIEW

2: Membranes - Aggregated Lipids

Biological membranes consist of a phospholipid bilayer with embedded, integral and peripheral proteins used in communication
and transportation of chemicals and ions. The bulk of lipid in a cell membrane provides a fluid matrix for proteins to rotate and
laterally diffuse for physiological functioning. Proteins are adapted to high membrane fluidity environment of lipid bilayer with the
presence of an annular lipid shell, consisting of lipid molecules bound tightly to surface of integral membrane proteins.

2.1: Membrane Fluctuations

2.2: Membrane Asymmetry

2.3: Membrane Curvature

2.4: Membrane Compressibility

2.5: Surface Tension and Line Tension

2.6: Vesicles

2.7: Diffusion in Membranes
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2.1: Membrane Fluctuations

In 1972, Singer and Nicolson [1], proposed a fluid mosaic model for the cell membrane, which viewed the entire membrane as a
dynamic system constantly in flux. Since then, the dynamics of cell membranes were studied extensively and have shown that the
membrane is in even more flux than the fluid mosaic model had claimed. The membrane is inhomogeneous, with some parts
changing their position and composition more rapidly than others. Proteins get inserted and reinternalized, rafts form and dissolve,
cytoskeleton is remodeled, and the membrane itself changes its thickness and curvature. Together, all of these perturbations are
called membrane fluctuations.

Membrane Composition

In order to understand the fluctuations that happen within a membrane, a brief overview of the membrane components is required.
The membrane consists of a phospholipid bilayer. This bilayer can be thought of as a sea, in which proteins are floating. Proteins
can be inserted in either both or a single layer of the membrane. Also in the membrane, there are sterol molecules, which add
rigidity. On the inside, the membrane is supported by a cytoskeletal network, which consists mainly of actin (Figure 2.1.1).

Protein channel Extracellular Fluid Carbohydrate
(transport protein) Hydrophilic heads
Globular protein Glycoprotein

Phospholipid bilayer

Phospholipid
molecule

Cholesterol Integral protein
(Globular protein) Surface protein

Glycolipid

Filaments of / Alpha-Helix protein
cytoskeleton (Integral protein)

Peripherial protein

Hydrophobic tails

Cytoplasm

Figure 2.1.1: General organization of cell membrane. (Copyright; author via source)

Lipid Rafts

The membrane is not homogeneous; it is full of rafts, or areas of lipids that are in liquid ordered state, which is more ordered than
the surrounding area. These rafts are important for a number of reasons; they are thicker than the lesser ordered membrane, and
there are transmembrane proteins that only fit in these thicker rafts [2]. These rafts may act as a means to concentrate proteins to an
area of the membrane.

1

©®© ®

Figure 2.1.2: A representation of a lipid raft. Region 1 is normal bilayer, 2 is raft. 3 and 4 are transmembrane proteins, positioned
in and out of the raft, respectively. 5 denotes protein glycosylation, 7 is cholesterol, and 8 is a glycosylated lipid.
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Figure 2.1.3: Diffusion of raft proteins vs non-raft proteins. The patterns are similar, indicating that the rafts are dynamic.

Studies of diffusion rates of raft versus non-raft proteins suggest that the rafts diffuse at a rate similar to that of non-raft
transmembrane proteins (Fig 3). This indicates that the rafts are very small, and of similar size to transmembrane proteins.

Proteins

Transmembrane Proteins

There are a multitude of proteins embedded in the membrane. These proteins are continuously recycled, with new proteins being
delivered by vesicles. Typically, a transmembrane protein would be synthesized in the rough endoplasmic reticulum (rER) and then
transported in a clathrin-coated vesicle to the cell membrane. The vesicle fuses with the membrane, and the proteins become a part
of it. Vesicle fusion is a major process of membrane remodeling.

Membrane Remodeling Proteins

There is a number of proteins that can remodel the membrane. One of them is known as BAR (Figure 4) This protein has an
inherent curvature, which allows it to sense membrane curvature and induce further curvature by binding. When multiple subunits
bind to the membrane, they can cause tubulation.

43BARs -22nm_ 24BARSs 50 nm

Theoretical and Computational Biophysics Group
Beckman Institute
Universtiy of lllinois at Urbana-Champaign

Figure 2.1.4: BAR protein action on membrane. Y. Yin, A. Arkhipov, K. Schulten. Structure, 17,882-892(2009)
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Actin Network

The cell membrane is anchored to the cytoskeleton, which mainly consists of actin [3], (Fig.5, 6). Actin in itself is a dynamic
polymer that is both depolymerizing and polymerizing, depending on the concentration of monomers. This activity is tightly
controlled and is extremely important for mobility, phagocytosis, and most processes that require large scale membrane
remodeling. By growing actin in a certain point in the cell, membrane can be made to grow protrusions, which can be used to
engulf foreign particles or move.

S5um

Figure 2.1.5: Confocal image of a BV2 cell. The cell is transfected with an actin-specific RFP-conjugated probe. Note the higher
concentration around next to the cell membrane.

Figure 2.1.6: Fluorescent image of F-actin in rat fibroblasts

Layer to Layer Fluctuations

It is extremely energetically unfavorable for a lipid from one leaflet of the membrane to flip over to the other. However, this is a
process necessary for membrane remodeling and it does occur. A group of enzymes, know as flippases, assists this flipping of
lipids [4]. A number of flippases have been identified [5], but the mechanism remains unclear.

Protrusions and Bending

Lipids can move laterally within the membrane, or they can protrude from it. If they form a protrusion, it can be detected with
neutron scattering (Figure 7) Bending of the membrane has been suggested to be important in clathrin aggregation using
computational methods [6].
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2.2: Membrane Asymmetry

The purpose of biological membranes is to create compartments suitable for specific biological functions. Biological membranes
include a lipid bilayer which functions as a selective permeable barrier to generate internal environments, as well as proteins which
participate in molecular transport, catalysis, signaling, cell-cell recognition and forming junctions, and adherence to extracellular
spaces. Biomembranes also carry out critical functions in signal transduction and vesicle (de)formation [1].

An asymmetrical membrane lacks uniformity in molecular composition and distribution, and structurally has a variable degree of
leaflet curvature. The degree of asymmetry covers a wide range as asymmetry is any deviation of the 50:50 proportion when
comparing two surfaces [2]. Asymmetry can occur on both sides of a biological membrane when the inner and outer leaflet have
different molecular architecture. One leaflet shows asymmetry (transverse asymmetry) when the molecular components are not
homogeneously distributed. Phase separation is one of the simplest examples of transverse membrane asymmetry (Figure 2.2.1).
Lipid rafts are a specific example of membrane asymmetry. They are lateral regions of the bilayer with specific lipid composition
that are involved in lipid trafficking and contain proteins participating in various biological functions. The wide variety of lipids,
sterols, and membrane-associated proteins evolved correspond to the diverse forms of membrane asymmetry. The loss of
physiological membrane asymmetry in cells is deleterious and often results in cell death [18].

Iallelel == WWW
W

Figure 2.2.1. The different phase transitions of different lipids form the basis of lipid rafts.

This wiki briefly explains the characteristics of the molecular components of membrane bilayers. The contribution of lipids, sterols,
and proteins to membrane asymmetry are reflected in specific examples. The last section acknowledges some of the techniques
used to assess the presence and degree of membrane asymmetry.

Lipids
Phospholipids

From a historical perspective, lipid asymmetry was first established in the erythrocyte plasma membrane, which has been
extensively used as a model for biological membranes [3]. The phospholipid composition in the outer leaflet of the erythrocyte
membrane is rich in sphingomyelin and phophatidylcholine (PC). Conversely, the inner leaflet is enriched in
phosphatidylethanolamine (PE), phosphatidylinositol (PI), and phosphatidylserine (PS), all of which form more fluid bilayers than
the phospholipids of the outer leaflet [8] (Figure 2.2.2). Furthermore, PS and PI of the inner leaflet carry a negative charge that
interacts with positively-charged residues near the cytoplasmic end of the transmembrane domain of simgle-pass membrane
proteins. In some cases, the same phospholipid species can have different acyl chains compared to the opposite leaflet [4, 18].
Remarkably, translocation of phospholipis to maintain the asymmetry in the lipid bilayer is an active process carried out by
flippases and floppases via ATP hydrolysis [18].
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FIGURE 1 | Phospholipid asymmetry in the erythrocyte membrane. The
colors indicate the asymmetric distribution of phospholipids. The range in
percentages indicates the amounts present in the preferred leaflet [all but the
GSLs (Lingwood, 2011) from Table 1 from Zachowski (1993)]. Note that most
phospholipids are also likely to be present in the less favored leaflet, albeit in a
small amounts. Cholesterol is also a major component of the membrane but is
not shown.

Figure 2.2.2. Phospholipid distribution in the leaflets of the membrane in human erythrocytes (From: Fujimoto & Parmryd, Front.

Cell Dev. Biol., 4:155, 2017).
Nowadays, it is known that the membrane lipids are responsible for the overall cell shape. The charge and size of the head group as
well as the number, length and saturation of the acyl chains are all important factors determining membrane symmetry. For
example, large, charged head groups are more likely to form curved structures. On the other hand, uncharged lipids with longer
acyl chains and smaller head groups would be less likely to form curved structures (Figure 2.2.3). Thus, local enrichment of
specific lipids can induce different curvatures and domains [5]. Lipid molecules tend to group thermodynamically with those that
have similar tail length and saturation thus leading to phase separation and domains within the membrane.

Phophatidylserine (PS) on the outer leaflet illustrates the biological importance of maintaining membrane asymmetry. This
phospholipid is commonly found in the inner leaflet, but flippases are known to catalyze PS translocation from the inner to the
outer leaflet [6]. PS on the extracellular face is known to trigger signaling pathways through activation of ADAM proteins, which
cleave transmembrane proteins involved in cell growth and homeostasis. Extracellular PS functions as a tag on apoptotic cells to be
phagocyted and participate in platelet activation. A defect in PS translocation to the outer leaflet can result in diseases such as Scott
syndrome, where an enzyme, the scramblase, fails to traslocate PS to the outer leaflet as a part of plateler activation [7].
Conversely, Neol, a P4-ATPase, is a floppase that was recently found to maintain membrane asymmetry translocating PS and
phosphatidylethanolamine (PE) to the inner leaflet in yeast [8]. Moreover, translocation of PS to the outer leaflet occurs in
erythrocyte adhesion, myotube formation as well as apoptosis, recognition of cells to be phagocyted by macrophages, and
malignization of tumor cells [18].

The origin of the lipid asymmetry lays in the organelles of the cell secretory pathway [9]. The endoplasmic reticulum and the Golgi
apparatus synthesize and insert the phospholipids specifically in one of the leaflets. Phosphoglycerides, such as
phosphatidylcholine, are translocated to the opposite leaflets by flippases and floppases via ATP hydrolysis .

Type 0 Type | Type I

O
)

Phosphatidylcholine Lyso-lipids Phosphatidylethanoloamine

Figure 2.2.3. Intrinsic lipid properties cause zero, positive, or negative curvature, respectively. Lipid types have different phase
transitions and preferences of interactions. An example of each type is listed below the representation.
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As stated earlier, phospholipids are not the sole reason for membrane asymmetry. Other lipids, carbohydrates and proteins also
have a key role in changing the phase and shape of the membrane.

Sterols: Cholesterol

Sterols are four-ring isoprenoid-based hydrocarbons that modulate the fluidity of the lipid bilayers in eukaryotic cells [9]. Among
sterols, cholesterol is found in the plasma membrane of animal cells and it is one of the most recently evolved sterols (Figure
2.2.4). Cholesterol is amphypathic given that is mainly hydrophobic, but also has a hydrophilic hydroxil group.

Cholesterol

rigid and flat backbone

small headgroup 8% P ) 30%

e.g. in mammalian cells

Ergosterol X

e.g. in Yeasts

HO

Figure 2.2.4. Examples of sterols in lipid bilayers of eukaryotic cells (supl. ref.)

Cholesterol can be thought of as the moderator of order within the lipid bilayer causing membrane asymmetry. Through its
simultaneously bulky head and long tail, cholesterol is able to disorder the gel phase and order the liquid phase of lipids [10]. The
presence of cholesterol prevents the phospholipids from being too close to one another, maintaining the membrane fluidity.
Likewise, cholesterol provides structural support to the bilayer. The presence of cholesterol buffers the Tm (Transition
Temperature) (Figure 2.2.5) [9]. In lipid rafts, which are in gel phase, the polar head group in cholesterol binds to the amide group
in sphingomyelin. This bond prevents the formation of H -bonds between water and cholesterol, which would increase disorder.
Cholesterol is also able to order the liquid phase in long-chained lipid-saturated phospholipids in membrane domains. Moreover,
cholesterol has recently reported to be a factor that inhibits translocation of PS to the outer leaflet in human erythrocytes,
presumably by inhibition of PLSCR1 scramblase. Preventing PS translocation to the extracellular face is important to maintain
membrane asymmetry regarding phospholipid composition [11].
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Figure 2.2.5. Sterols are able to modulate the order of lipid bilayers. Both the gel phase and the liquid disordered phase are

mediated toward the liquid ordered phase.

The functional role of the membrane proteins and carbohydrates constitute another factor that influences membrane asymmetry.
Proteins and carbohydrates tie into the earlier concepts discussed because they interact preferentially with different lipid head

groups and tails.

Carbohydrates: Lectins

Carbohydrates are bound to the outer surface of the plasma membrane [3]. This asymmetrical distribution of carbohydrates is
related to their functions on the cell surface, such as intercellular adhesion and recognition, and cellular anchorage to the
extracellular matrix. Lectins form a group of sugar-binding proteins that participate in cell-cell recognition. Lectins bind to
carbohydrates attached to membrane-bound proteins. Glucose, mannose, galactose, N-acetyl galactosamine, sialic acid and fucose

are among the most recurrent lectin ligands.
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Lipid Rafts

Biological membranes have also lateral asymmetry, evidentially shown by lipid rafts -regions of the outer leaflet involved in
specific functions such as lipid trafficking and signaling. The idea of lipid “rafts”, or distinct domains within the membrane, has
been proposed as a way to spatially and temporally regulate membrane function [12]. Theoretically, the formation of rafts is
thermodynamically favorable. In order to maximize the exclusion of water and increase entropy, acyl chains of similar lengths
interact with one another. Similarly, transmembrane (TM) proteins, depending on the length of their TM domain, also preferentially
interact with acyl chains of a similar length. The matching of hydrophobic chains and TM domains decreases enthalpy which is
even more favorable. The thermodynamic separation of lipids results in phase separations throughout the membrane. The diameter
of a lipid raft is 50nm in diameter on average (range: 10-100nm) [4,9].

Lipid rafts are enriched in glycosphingolipids and cholesterol, mainly having saturated acyl chains. As a consequence, lipid rafts
are in a liquid-ordered state (Lo), and are thicker than the rest of the bilayer. The uniqueness of the lipid rafts’ molecular
composition is consistent with their variety of functions [4]. As a matter of fact, polarized cells are known to have specialized
domains, like epithelial cells which have apical and basolateral regions. Another example comes from viruses, which only
recognize and attach to specific non-random regions in the membrane of the host cells [4]. In addition, only particular membrane
domains can participate in cell-cell fusion. Lastly, lipid rafts can be considered as signaling platforms as their proteins are
commonly involved in reception and transduction of extracellular signals [9].

Proteins and Membrane Domains

Proteins are asymmetrically distributed across biological membranes according to the different functions carried out in the
cytoplasmic and extracellular faces of the membrane [3]. Transmembrane proteins have a specific topology, which is set at the time
of their synthesis. As a consequence, the cytoplasmic and extracellular domains can have different structure and function. Most of
the extracellular domains of the transmembrane proteins are glycosylated (glycoproteins), and carbohydrates chains are linked to
serine, threonine, and asparagine, whereas lipoproteins have lipids attached [9]. Peripheral membrane proteins are anchored to the
plasma membrane by electrostatic interactions with either lipids, membrane proteins, or both. In animal cells, a subset of peripheral
membrane proteins are linked to the membrane by Glucosyl-phosphatidyl-inositol (GPI) acyl chain on the outer leaflet, and have an
important role in signal transduction. In the inner leaflet, membrane proteins are mainly anchored to lipids such as myristic acid,
palmitic acid, and prenylated hydrophobic acid chains [3,4].

BAR proteins

Although many proteins are asymmetrically distributed to participate in signaling pathways and catalitic processes, some others
have a structural role in maintaining cell shape. Perhaps the best example of protein’s influence on membrane curvature are the
Bin-amphiphysin-Rvs (BAR) domain proteins [13]. BAR domains are seen in many important biological context including vesicle
and exosome budding. It is no surprise that proteins containing a BAR domain are among the most conserved in biology. BAR
domains are banana-shaped dimers that both sense and induce membrane curvature (Figure 2.2.6). They interact with the
negatively charged lipids electrostatically with positively charged residues on one side of their surface, leading to the amphipathic
nature of these helical domains.

Figure 2.2.6. The effect of the BAR activity is additive. A simulation visualizes 6 BAR domains cooperate over time to bend a
lipid bilayer.
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The computational study in the Figure above was important because it suggested the additive model was correct. This simulation
provided some of the first evidence that BAR domains bind linearly along a membrane and that their effects are cooperative [13].

Amphipathic helices

Membrane spanning proteins have an extremely important role in the spatial arrangement of membranes. Local curvature of
membranes can be heavily influenced by helical protein insertion [14]. This is true for both anchored and membrane-spanning
proteins. The former are typically amphipathic helices, which means they have both a polar and a non-polar face. Non-polar faces
typically embed in the membrane and interact with the hydrophobic acyl chains while the polar surface remains near the

phospholipid head groups. This kind of asymmetric insertion induces positive curvature in the membrane (Figure 2.2.7).

T
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Initial stage of
amphipathic l
helix folding
andinsertion

curvature
response

Membrane 1

Figure 2.2.7. Example of amphipathic helix anchoring. The hydrophobic face buries into the acyl tails; the polar face remains

solvent exposed. H.T. McMahon, J. L. Gallop Nature 438, 590-596 (2005).
One way to study the effects of proteins on membrane curvature is to utilize light microscopy to visualize liposomes or giant
lamellar vesicles (GUVs) with and without the presence of protein. With these methods it has been determined that membrane-
spanning helices can also manipulate membranes. One common mechanism is by protein oligomerization within the membrane. An
example of this membrane manipulation is seen within a specific subdomain of the mitochondrial inner membrane called the cristae
junction (CJ). CJs connect the inner boundary membrane to the cristae membranes where oxidative phosphorylation takes place.
ClJs are highly curved membranes that are responsible for the large surface area of the inner membrane. In fact, Mic10, a subunit of
the mitochondrial contact site and cristae organizing system, coordinates the curvature of CJs by oligomerization through its
transmembrane helices [15].

Liposomes

Liposomes + Mic10

Figure 2.2.8. Mic10 is able to curve lipid bilayers via two glycine-rich motifs. Mic10 is able to cause liposomes to form tubule
structures vs the control detergent (DDM) and protein (Tim23). Barbot et al, Cell Metabolism (2015). Copyright © 2015 Elsevier
Inc. All rights reserved. This is an unofficial translation of an article that appeared in an Elsevier publication. Elsevier has not
endorsed this translation.
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Through a glycine-rich oligomerization domain in the transmembrane helices, Mic10 is able to self-assemble and curve membranes
(Figure 2.2.8). Deletion of Mic10 has severe consequences in respiration due to loss of membrane surface area.

Manipulating membrane asymmetry

The membranes in live cells are shown to be inherently asymmetric. Membrane models used for in vitro studies have been difficult
to produce asymmetrical bilayers as in living cells [16]. Supported lipid bilayer (SLB) methodology was one of the first approaches
aiming to manipulate membrane asymmetry. SLB consist on a lipid bilayer extended on a physical support (surface), which can be
a solid, a polymer "cushion" or a self-assembled monolayer [17]. Additionally, SLB can be tethered to the surface, freely-
suspended, or a solid-supported lipid bilayer can be the support for vesicular layers (Figure 2.2.9). The vesicles are initially placed
on the surface, and they rupture after support-induced deformation. Ultimately the bilayers from the broken vesicles coalesce and
form the SLB (Figure 2.2.10). Studies with SLB allow to analyze molecular composition, molecular distribution and the curvature
of membranes, which are the factors responsible for membrane asymmetry.
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Figure 3. Mechanisms of vesicle rupture: (A)an isolated adsorbed vesicle ruptures spontaneously, driven by its support-induced deformation;
(B) neighboring adsorbed vesicles fuse and eventually rupture; (C) the active edge of a supported bilayer patch induces the rupture of a
neighboring vesicle; (D) the cooperative action of several neighboring vesicles leads to the rupture of a first vesicle (at the critical vesicular
coverage). The active edge thereby exposed triggers the rupture of adjacent vesicles

Figure 1. Surface-confined membrane models: (A)solid-supported
lipid bilayer; (B) polymer-cushioned lipid bilayer; (C) hybrid bilayer,
consisting of a self-assembled monolayer (e.g., thiols on Au or silanes
on glass or silica) and a lipid monolayer; (D) tethered lipid bilayer;
(E) freely suspended lipid bilayer; (F—G) supported vesicular layers.

Figure 2.2.9. Supported lipid bilayers: Basic types, and Figure 2.2.10. SLB formation (From: Richter et al, Langmuir, Vol. 22 No.

8, 2006).
Issues such as bilayer-support unwanted interactions, and the fact that in some cases the supported bilayer becomes completely
immobile, account for the difficulties to control membrane asymmetry [16]. Plus, a substantial part of research with SLBs have
used vesicles with symmetrical compositions in both leaflets [18]. There are new ongoing approaches in recent years aiming to
specifically manipulate membrane asymmetry. These methodologies include droplet-interface bilayers, inverted emulsion
techniques, as well as methyl-beta-cyclodextrin catalyzed exchange. The latter approach basically consists of transporting
phospholipids from the outer leaflet of a donor liposomes into the outer leaflet of an acceptor liposome [19]. This method is
capable to produce asymmetric liposomes in a wide range of diameters, and is considered an easy method of transferring anionic
phospholipids such as PS to an outer leaflet of a lipid bilayer, thus resembling membrane asymmetry of biological membranes. In
recent years, it has been possible to conduct quantitative studies in lipid flip/flop rates, giving new possibilities for analysis of
molecular composition and distribution of biological membranes [18].
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2.3: Membrane Curvature

There is a large variety of complex shapes of cells and cell organelles found in nature, and understanding functions of the
morphology and how it is produced has been an intriguing question and a challenge. For example, cells without internal
membranes, such as prokaryotic cells and erythrocytes can take different shapes suited for their purposes. Spirochetes, a type of
bacteria, has corkscrew shape which may be an advantage for penetration and packing into host cells while the biconcave disk-like
shape of erythrocytes provides the optimal surface-to-volume ratio for the oxygen exchange between haemoglobin and the outside
medium [4].

There are significant local differences in membrane curvature even within one single cell with internal membranes giving
intercellular organelles a variety of shapes. Plasma membranes, organelle membranes of Golgi, endosome and endoplasmic
reticulum (ER), as seen in Figure 2.3.1, all have varied curvature and their membrane curvature regularly goes through dynamic
remodeling for their specific functions [1]. The shapes defined by the curvatures of their intercellular membranes of Golgi and ER,
for example, maximize the surface area while keeping the internal volume low, which allows efficient and fast protein trafficking in
and out of these organelles [4].

]

Figure 2.3.1 Local differences in membrane curvature in a cell [1].

Conformation (Curvature and shape) of cellular or intercellular membranes consisting of semi-permeable phospholipid bilayers are
actively modulated by the interaction between phospholipids, cholesterols and proteins. It is essential for living organisms to
regulate membrane curvatures because this allows cells and organelles take specific shapes that are suitable for their functions, and
processes, such as endocytosis and exocytosis depend, which are vital in living organisms, on membrane remodeling to sustain life
and malfunction of the regulating system can lead to serious diseases [2, 3].

Definition of curvature

A biological membrane is commonly described as a two-dimensional surfaces, which spans a three-dimensional space. There are
two curvatures that characterize the shape of a membrane at each point in space, and mathematically, they are called the principal
curvatures and are expressed as ¢; and ¢y [4]. These curvatures are equal to the inverse values of the radii of curvature and Figure
2.3.2 shows how the radii are determined. Two different combinations of the curvatures are used to describe the shape of a
membrane. One is as total curvature,

J=c1+cy (2.3.1)
and the other is Gaussian curvature

K=c xca. (2.3.2)
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The basic membrane shapes and the corresponding total curvatures and Gaussian curvatures are indicated in Figure 2.3.3 [4]. Total
curvature is a measure in terms of its "curvedness," torsion and direction and takes into account the 2- and 3-dimensional space
while the Gaussian curvature is a measure of the "curvedness" a surface displays and is an intrinsic property of a membrane, which
means that this measure does not change as long as the surface is not stretched nor compressed [4].

a b

Rnd
|c]-d«1 c]-d=1

Figure 2.3.2 Determining membrane curvature [4].

As can be seen from Figure 2.3.3, curvatures can be positive or negative. For cellular membranes, positive or negative curvature is
determined by curve directionality toward or away relative to the compartment or volume contained by the membrane [1]. Positive
curvature builds a sphere while negative curvature is in the opposite direction, like at the neck of a vesicle budding.

The Helfrich theories allows calculation of bending energy required to produce these curvatures using two principal curvature
values, c; and cp, spontaneous curvature of a membrane, cy, and the membrane bending modulus k, (Equation 2.3.3) [5].
Spontaneous curvature is intrinsic to lipid types and depending on their chemical compositions and structures, different lipids
prefer different curvatures as further mentioned in Section 2. Typical value for bending modulus of a phospholipid membrane is
about 109 J and it can be measured using a technique called micropipette aspiration.

1
Epend = gl‘ib(q +c2—cp)? (2.3.3)
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Figure 2.3.3 Basic membrane shapes [4].

Lipid Composition

Although many curvature-generating proteins have larger effects in membrane dynamics, lipid composition influences curvatures
because the chemical properties of different lipid acyl chains or head groups favor different membrane curvatures [1]. Based on
their preferred curvatures, also referred to as spontaneous curvatures, lipids can be classified into three types: type 0, type I, and
type II (Figure 2.3.4). Type 0 lipids such as phosphatidylcholines (DOPC) prefer no curvature and often form flat bilayers. Type I
lipids are found in modified forms of DOPC where one fatty acid residue is removed, for example lyso-PC [5]. Their larger head
groups relative to their long fatty acid chains lead to cone-shaped structure, inducing positive curvature, and therefore, formation of
micelles [5]. Due to their smaller headgroups compared to their wider fatty acid chains, type II lipids such as
phosphatidylethanolamine (PE) prefer negative curvature, and often form what is called Hy;-phase.

bilayer nticelle Hy-phase

Figure 2.3.4 The shapes of lipid molecules can induce spontaneous curvature on membranes [5].

In membranes with multiple lipid components, lipids can respond to curvature by concentrating in domains of curvature that they
prefer [1, 6]. Baumgart et al. used freely suspended giant unilamellar vesicles (GUVs), consisting of ternary mixture of the lipids
sphingomyelin, dioleoylphophatidylcholine (DOPC) and cholesterol, to directly observe this correlation between domain
composition and local membrane curvature. (Figure5) In there experiments, they observed the lipid membrane of this composition

@ 0 https://phys.libretexts.org/@go/page/873



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/873?pdf

LibreTexts-

phase separated into a short-range order phase (L,), which favored lower curvature suggesting their higher membrane rigidity, and
a disordered liquid phase (Lg), which favored higher curvature suggesting their lower membrane rigidity.

Figure 2.3.5 Structure of multicomponent vesicles [6].

Membrane Proteins

Proteins can generate membrane curvatures either by transporting lipids across the membrane or templating the membrane.
Flippase is one protein known to transfer lipids from one leaflet to the other creating membrane asymmetry which leads to
membrane curvatures. There are four types of proteins which act as mechanisms for templating membrane curvatures:
transmembrane proteins, cytoskeletal proteins and microtubule motor activity, peripheral membrane proteins as scaffolds and
amphipathic helices that are inserted into the bilayer [1].

Lipid composition

Headgroup
composition

Helix insertion
e

Membrane proteins

compeasition
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o8 00! b
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Scaffolding
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Figure 2.3.6 Mechanisms of membrane deformation [1].

Transmembrane proteins such as ion channels, transporters and receptors that have a conical or inverted conical shape prefer
curvatures that mold around their shapes, causing their associated membranes to bend. Extramembrane domains can play a role in
generating membrane curvatures when there are not symmetric on both sides of the membranes [7, 8]. The membrane may bend
away from the side with the largest extramembrane domain to avoid protein crowding on one side [8]. Transmembrane proteins can
also oligomerize and form clusters and scaffold membranes leading to an even greater effect on local curvature [1, 7].

Generation of high membrane curvature structures often involve macroscopic scaffolding by cytoskeletal proteins and microtubule
motor activity [7]. The cytoskeleton has a large role in maintaining membrane tension which affects membrane shape by
connecting to the bilayer at regular intervals and providing an underlying scaffold [1, 7]. Active membrane pulling or pushing by
molecular motors such as kinesins, dynein and myosin also induces membrane reorganization and supports some of the membrane
curvatures that shape organelles [7, 9].

Peripheral membrane proteins can interact with membranes in a scaffold-like manner [1]. Dynamin family proteins, including
classical dynamin and dynamin-related proteins, play active roles in membrane dynamics to catalyze membrane remodeling, such
as in organelle division and vesicle invagination [1, 10]. Commonly, dynamin proteins interact with inositol lipids and self-

assemble into oligomers that form helical structures to induce tubular membranes. Interestingly, cryo-EM data has shown that the
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yeast dynamin-related protein Dnm1 assembles into distinct helical structures, and in vitro liposome assays showed that Dnm1
constricts synthetic membranes [10]. These data further supported the role of this dynamin-related protein in membrane dynamics,
in particular, for mitochondrial membrane division [10]. Oligomerized hydrophilic protein domains can generate curvatures
through nanoscopic scaffolding. For example, coat proteins such as clathrin, COPI and COPII can influence membrane bending by
polymerizing into curved structures. However, these proteins do not have direct associations with membrane and rely on adaptor
proteins to link them to membranes [1, 7]. Another example of peripheral membrane scaffolding membranes is through BAR (Bin-
Amphiphysin-Rvs) domains which are protein dimerization domains found in many proteins. They are banana-shaped which allow
them to preferentially bind to concave membrane surfaces that are negatively-charged and function as a curvature-sensing protein.

Strong binding

Figure 2.3.7 BAR domain with low-curvature membrane and high-curvature membrane [1].

Proteins with amphipathic helices insert into bilayers to induce positive curvature [1]. Amphipathic helices are alpha helices with a
charged, polar side and a hydrophobic side, allowing them to act like wedges to insert into one leaflet of the membrane. Commonly,
these helices are not structured until inserted into a membrane where lipid headgroups are displaced and acyl chains are reoriented.
For example, epsin is a protein involved in clathrin-coated pit formation in endocytosis that helps to drive membrane curvature by
the insertion of its amphipathic helix (Figure 2.3.8) [1].

helix folding

Initial stage of
amphipathic
and insertion

Membrane
curvature

response

Figure 2.3.8 Amphipathic helices and membrane curvature [1].

Functions of Dynamic Membrane Remodeling

The generation and maintenance of curvature is essential in eukaryotic life as they have trafficking and cellular functions. The
formation of high-curvature transport intermediates is necessary for compartmentalization and the characteristic shapes of
organelles are maintained by their membrane curvatures as shown in Figure 2.3.1 [7]. These organelles shapes are dynamic
constantly going through changes in response to the needs of the cell.

For example, membrane scission, a processes involved in exocytosis and in generation of transport carriers, requires the localized
and timely connection in trans of two bilayer membranes to separate an organelle from its membrane of origin. Members of the
dynamin superfamily mainly drives membrane scission by oligomerizing at the neck of nascent vesicles and triggering fusion
between the two lipid bilayers. This can cause the scission of th eneck and detachment of the vesicle. High local concentrations of
hydrophobic insertions at the neck of constricted vesicle carriers supports the fission sf nascent membrane-trafficking vesicles by
creating sufficient stress on the bilayer to favor scission in vesicles such as COPII vesicles [7].
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2.4: Membrane Compressibility

Compressibility is a measure of the relative volume change of a substance in response to stress. Lipid membrane compressibility
has been extensively studied and multiple models developed. Researchers have employed a combination of classic biochemical
methods and computational analyses for the purpose of characterizing the elastic nature of mono- and bilayers. Membrane
compressibility can also be understood in the context of biolegical systems. It is theorized that cell membranes evolved billions of
years ago to provide a barrier between the cell and its surrounding environment. This barrier is elastic by nature, giving it the
ability to compress and spread to protect the structural integrity of the cell even in times of mechanical deformation.

For example, under conditions of osmotic stress or during inclusion of proteins, phospholipid bilayers respond by expanding and
shrinking. These processes have evolved to effectively preserve vital intercellular, intracellular, and intramembranous biological
processes. Red blood cells (RBC) were the first cell used as a model system by which to study biological membrane
compressibility. Much of the early insights into membrane deformations were gleamed by these studies conducted in the 1970s and
1980s. RBCs continue to be a great model in which to investigate membrane compressibility, due in part to the fact that they
contain a variety of biologically important lipid types including Phosphatidic acid (PA), Phosphatidylethanolamine (PE),
Phosphatidylcholine (PC), Phosphatidylserine (PS), Phosphatidylinositol (PI), Lysophosphatidylcholine (LPC), and Sphingomycin
(SPH).

Membrane Elasticity

Elasticity refers to the ability of a system to reverse a deformation when the deformation is independent of elongation and
contraction. In other words, a membrane essentially acts like a rubber band and so to understand membrane compressibility, we
study membrane elasticity. The elasticity of a membrane directly determines the possible area per lipid molecule ration that a
membrane can have.

Hooke’s Law states that the force needed to extend or compress a spring by some distance, X, is proportional to that distance. To
some extent, all materials exhibit Hookean behavior when under a small strain or stress. — including biological systems. This is
again a simplified way in which to study a biological lipid membrane, but it does prove useful for some applications.

Young’s modulus is used to predict how much a material sample will extend under a specific tension or shorten under a specific
compression. Therefore, Young’s modulus is also known as the tensile modulus or elastic modulus and is the main modulus studied
for biological applications (more below). The Young’s modulus of small inhomogeneous samples - such as cells and tissues - an be
studied using atomic force microscopy (AFM). For example, AFM has been used to determine the Young’s modulus of cells, which
range from approximately 500 Pa — 100 kPa depending on the cell type. Actin filaments and microtubules have a Young’s modulus
magnitudes higher — measured at approximately 1 GPa (109 Pa), indicating that actin filaments are exponentially more “stiff” than
cell membranes.

Elasticity refers to the ability of a system to reverse a deformation when the deformation is independent of elongation and
contraction. Hooke’s Law states that the force needed to extend or compress a spring by some distance, X, is proportional to that
distance. To some extent, all systems can be thought of in terms of Hooke’s Law — including biological systems. This is of course a
simplified way in which to study a biological lipid membrane, but it does prove useful for some applications.

Stretching and Shearing of Biological Membranes

Classical elasticity theory is used to investigate energy changes that result from stretching or shearing. When studying fluid
phospholipid bilayers, one does not need to account for shear since the lipids are in a “fluid” liquid crystalline state at physiological
conditions (with the exception of myelin sheaths that surround neuronal axons). Thus the shear modulus is by definition zero.
Instead, we use viscosity as a similar measure.

Stretching, however, is important to understand in relation to biological membranes as it does cost energy and therefore directly
affects the structure and potential function of the membrane itself. In the most simplistic form, we can model the energy change
(Egtretch) for a membrane at zero external stress with an area A that is stretched to a size A > A, using the following equation:

1 A-A)?
Estretch = _Kstretch ( 0)

: == (2.4.1)

where the modulus K., is a proportionality constant between a quadratic deviation of the area from its unstressed state and the
respective energy.
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The lateral stress (2) represents the tension in the membrane when it is under such a strain:

6Estretch A— AO
Y= —r— = Karetch —— = Katrete 2.4.2
A tretch A, tretch U ( )
where the dimensionless strain is defined as
A
=—-1. 2.4.3
u=7 (2.4.3)

Recall Hooke’s law mentioned above: stress is proportional to strain. For this application, the constant of proportionality is the
stretching modulus Kgetch. Unlike the elastic area compressibility modulus (K,) (also just called “compressibility modulus”),
Kstretch can be measured experimentally with relative ease using micropipette experiments to determine area change. Typical Kitretch
values are around 250 mIN/m.

Researchers have used this equation to mathematically determine the rupture strain of biological membranes — and have determined
it is only a few percent. This means that, compared to more elastic materials, biological membranes have a low stretch ability — or
in other words, they can only stretch a small amount before they will “break” and the cell will burst.

However, some specialized membranes — such as membranes involved in endocytosis and exocytosis - can undergo more extreme
deformation. This is to be expected, as these membranes must move large molecular “packages” in and out of cell membrane
compartments without resulting in membrane collapse and subsequent cell death.

Mechanical Elastic Moduli of Homogeneous Lipid Layers

As opposed to heterogeneous phospholipid layers, homogeneous bilayers are often characterized using only three mechanical
elastic moduli:

1. The area expansion (compression) modulus (K,)
2. The bending modulus (Ky)
3. Edge energy (A) — not described here. See Evans et al. 2003 for further reading

Elastic area compressibility modulus

Homogeneous lipid mono- and bilayers can be modeled as two-dimensional structures, and therefore the membrane compression
modulus K, is defined within one plane. The bulk compressibility of a lipid bilayer is reported to be approximately 5.6 x 107 kPal.
For comparison, the value for water is 4.5 x 107 kPal.

Studies show that monolayer compressibility is largely dependent on membrane thickness. Bilayer compressibility, on the other
hand, is less dependent on thickness. This idea seems counterintuitive and therefore has been studied in depth. The reason for this:
bilayers resist expansion mostly to decrease the exposure of their hydrophobic tails to water — which due to the hydrophobic effect
is more thermodynamically favorable. Because of this, bilayer compressibility is less dependent on thickness and more dependent
on the surrounding solution.

Studies have attempted to quantify the elastic area compressibility (K,) modulus of one leaflet of a homogeneous lipid bilayer, and
the most simple approximation is that it is equal to 2y, where gamma is the surface tension of the water-lipid interface. With typical
gamma values for one leaflet ranging from 20-50mN/m (or J/m2) per leaflet, K, is approximated to be 80-200mN/m for a lipid
bilayer.

Bending modulus

The bending modulus (Kp) is defined as the amount of energy that is required to deform a membrane from its “normal” curvature to
a different curvature. We know that a lipid bilayer is composed of two monolayer leaflets, so you can imagine that for one leaflet to
be bent, the other must be stretched. Because of this relationship, researchers have observed that as membrane thickness increases,
the more each leaflet must deform to accommodate the curvature. The area compression modulus, bending modulus and bilayer
thickness (t) have been related using the following equation (Boal et al. 2002):

Ky=K,t (2.4.4)

This relationship, although profoundly simplified, can be extremely useful. If one experimentally determines Ky and t, then K, can
be estimated with ease — acting as a starting point for more accurate measurements. Again, you must keep in mind that this is an
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approximation and one that is generally limited to small deformations. However, since most biological membranes can only
support a few percent strain before rupturing, this equation has served as a good general model.

To determine the energy of bending for a biological membrane, one can essentially consider a membrane as a two-dimensional
surface that bends into a third dimension. Weak bending is a type of deformation that costs significantly less energy than stretching.
The bending modulus of a general single elastic sheet (shown here as ‘K”) is defined according to:

1

= — Kypreten h* 2.4.5
K 1o stret h ( )
where h is membrane thickness; with the bending energy per area written as:
1 1
Chend = 5Ky (2.4.6)

where R is the radius. Since lipid bilayers are composed of two sheets, one change must be made to the equation for K shown
above. The modified relation between stretching and bending modulus is often found in the literature as follows (for two uncoupled
sheets):

1
KR = EKstretch h2 (247)

This equation allows for the bending modulus to be calculated by directly measuring K gretc, -

Last, the Helfrich model of membrane bending elasticity is used to describe the energy associated with membrane curvature. This
model is far more advanced than earlier, more simplistic ones — modeling a lipid monolayer as a three-dimensional elastic layer.
Because of this, Helfrich theory has been extensively used in studying the biology of cells, and has proven an excellent tool for
quantifying biologically relevant membrane phenomena. For further reading and quantification of this theory, see further readinga.

Studying Unilamellar Vesicles: Adiabatic Volume Compressibility

Adiabatic compressibility is often used to study unilamellar lipid vesicles. The adiabatic (or isentropic) compressibility is the
compressibility of a system in which no heat is exchanged with the environment. Adiabatic compressibility is typically used to
understand the compressibility in a homogenous system, and becomes simply a function of isothermal compressibility, heat
capacity coefficient and volume expansion coefficient — all of which can be determined by the heat capacity of a lipid system.

Because of this, one must ask to what extent the water surrounding a membrane contributes to heat buffering during transient
membrane compression. There is some controversy over whether or not heat is exchanged between a lipid membrane and the
surrounding water. However, this approach has been successful and therefore many researchers have concluded that heat exchange
between membranes and the aqueous environment must be negligible in the megahertz regime.

Studying Lateral Compressibility of Phospholipid Bilayers

Many models have attempted to accurately describe cell membranes and cell membrane deformation. The most widely accepted is
the fluid mosaic model, proposed by Singer and Nicolson in 1972. This model looks at biological membranes as two-dimensional
fluid-like bilayers in which the lipids can move freely about. However, this is only a starting point.

A more accurate, yet also simplified, model is to look at a cell membrane as a lipid bilayer plus a membrane skeleton composed of
two main categories of proteins: those that are partially embedded in the bilayer (peripheral membrane proteins) and those that
are fully embedded in the bilayer (integral membrane proteins). This model incorporates more heterogeneity when performing
calculations — which is essential to studying highly heterogeneous phospholipid bilayers.

One of the earlier attempts to characterize phospholipid bilayer deformation was by a study in 1982 (Lis et al. 1982). The
researchers claim that the deformation of a phospholipid bilayer is highly non-linear, and therefore cannot be described in terms of
a simple modulus.

In performing these experiments, researchers have found distinct differences between lipid monolayers, homogeneous lipid
bilayers, and phospholipid bilayers. For example, upon compression, monolayers do not undergo a phase transition whereas some
bilayers do. For example, the lateral compression of certain lipids (e.g. dilauryl PC and dimyristoyl PC) forces their acyl chains
through a “melted” to “frozen” transition at temperatures higher than their Ty;.
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Current state of this research: many have argued that the lateral compressibility of phospholipid bilayers must be studied
experimentally instead of modeled. This is largely because of the heterogeneous nature of phospholipid bilayers found in living
systems. These studies continue today, and probably will for a while to come — as phospholipid systems are not only complex, but
can also be unpredictable and even technically difficult to study in their natural (not reconstituted) environment.

Therefore, additional studies must be conducted to better understand lateral compressibility on critical cellular processes such as:

¢ membrane assembly

o mobility and segregation of membrane components

o enzyme-mediated membrane permeability

o incorporation of proteins or drugs into the membrane

Factors Affecting Compressibility in Biological Systems

Temperature

Most phospholipid bilayers exist in a liquid-crystalline state near physiological temperature, but will undergo a phase transition
from a liquid-crystalline state to the gel phase as it approaches its melting temperature (Tp,). This transition takes place when
temperatures are lowered. Studies have shown that during the phase transition, lateral area of the membrane decreases by
approximately 25%.

Pressure

Interestingly, compressing a biological membrane under otherwise physiological conditions can induce phase transition. Thus, an
increase in pressure mimics the effects of a decrease in temperature. This relationship is modeled using the Clausius-Clapeyron
equation:

T, T,AV

dp  AH

(2.4.8)

Thus the pressure raises the T, without affecting AV or AH. However, due to their heterogeneous nature biological membranes
do not often undergo phase transitions. Instead the effects of pressure are confined to ordering the bilayer. Because of this increase,
when pressure is applied to a phospholipid bilayer, it can result in the membrane releasing some of their peripheral and/or integral
membrane proteins.

Lipid Tail Length and Saturation

Studies have shown that the membrane compression modulus (K,) varies with tail length and unsaturation.

Solution Type

Because membrane stretching and compression exposes hydrophilic phospholipid tales to the aqueous environment, K, of lipid
bilayers varies strongly with solution conditions.

Membrane Composition

Since biological membranes consist of lipids, proteins, cholesterols, and other molecules, they cannot be characterized in the same
manner in which unilamellar vesicles or even homogeneous monolayers can be understood. The compressibility of bilayers is
directly dependent on their composition — such as presence of cholesterol or presence of double bonds. For example, the area
compressibility modulus (Ka) of a membrane increases as the percent cholesterol increases. Additionally, proteins can induce
curvature in membranes by transporting lipids or by embedding themselves into the bilayer.

Molecular packing

As membranes cool, they lose fluidity. This results in the acyl groups fully extending and the head groups packing tightly and
dehydrating. In respect to hydration, another study in 1985 determined the effects of hydration on egg and dioleoyl lecithin and
found that at low hydrations, the head groups are much less tightly packed compared to those more hydrated (White et al. 1985).
This is assumed to be due to osmotic pressure driving the head groups apart.

Tools are used to study membrane compressibility?

It is difficult to experimentally determine the compression modulus of a phospholipid bilayer. Therefore, one method often
employed is to measure how vesicles swell in response to osmotic stress. However, this is an indirect and sometimes inaccurate
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method due to polydispersity in vesicle size.

A more direct method of measuring K, is the pipette aspiration method. This too can pose issues, as biological membranes are thin
and fragile by nature and are difficult to study in this capacity without the cell dying. However, much important information has
been gleamed using this method. Put in simple terms, this assay is essentially one where the researchers sucks part of a membrane
up into a pipette, measures the length that is sucked into the pipette, then calculates the change in area to determine the elasticity of
that particular membrane.

Atomic force microscopy (AFM) — also mentioned briefly above - has also been used to directly measure mechanical properties of
bilayers, but this method is still under development. Because of these difficulties, the compression modulus is often calculated
using the values of its determining characteristics.

Additional methods and techniques used to study lipid mechanics include (but are not limited to):

. Single molecule tracking (fluorescent or radiolabeled probes): to asses the movement of lipids under certain conditions
. ZH-NMR: to determine bilayer dimensions
. Langmuir Trough: to measure area per lipid
. NEMD method: membrane area change
. Phase contrast microscopy
. Differential scanning calorimetry: to measure exotherms during a liquid crystalline to gel phase transition and endotherms
during the reverse.
7. Fourier transform infrared spectroscopy (FTIR): lipid phase transitions
8. X-ray diffraction: to determine area per lipid as a function of water activity for different lipids (molecular packing)
9. Optical microscopy: to measure the volume of a bilayer during pressurization
10. Neutron diffraction: to determine molecular packing

DU A WN -

Applications of Membrane Compressibility

lon movement

When an ion penetrates a membrane, a very slight shape change takes place and thus has a corresponding energy cost — known as
the membrane deformation energy

1 K, , _ K. N2 2
AGmem :5 \/&:2 l?g (U 7u+)2+7((v2u ) +(V2'u,+) )

+5 ((vu)? +(vu?)?) | deay

where u™

is the shape of the upper leaflet and u~ the lower leaflet; Ly the equilibrium thickness of the membrane; K, the
compression modulus; K, the membrane bending modulus; and « the surface tension. Furthermore, this equation in combination
with a domain of interest, X, ranging from position x-y, and with respect to variations in u+ and ", can be additionally used as a

tool to determine the shapes of each leaflet.

Protein and small molecule movement

The values of K, and K, affect the ability of proteins and small molecules to insert into the phospholipid bilayer. The reverse is also
true: bilayer mechanical properties have been demonstrated to affect the function of mechanically activated ion channels.

Ordering effects of pressure on cell structures

The ordering effects of pressure were discussed earlier. Examples of this include the rat liver mitochondria, human erythrocytes,
and fish synaptic and brain myelin vesicles in which the ordering effect of pressure can be determined by measuring the increase in
temperature required to offset the pressure. These values have been determined to be approximately 0.13 — 0.21 °C mPa™'.

Effects of high pressure on cells

Cells are often exposed to hydrostatic pressure. This affects numerous cellular processes and reactions — albeit in a reversible
manner. For example, the cytoplasm of eukaryotic cells can be reversibly “liquefied” under conditions of high pressure.
Additionally, studies on amphibian epithelia have shown that changes in pressure can affect the passive permeability of sodium
through the cell membrane.
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2.5: Surface Tension and Line Tension

Cell membranes are composed of phospholipids (most abundant), proteins, and glycolipids (Figure 1)"?. Generally, phospholipids
in cell membranes will aggregate together in order to maximize hydrophobic interactions among their tails and hydrophilic
interactions among their heads. Any in-plane stretching of cell membrane will disrupt the interaction between phospholipids.
However, in-plane membrane tension (Tp,), which is the force needed to stretch the membrane, will counteract any membrane
deformation®. Ty, which seems to be constant across the whole cell membrane®, depends on lipid composition and surface area of
the cell membrane. Without changing the amount of lipid, increasing the surface area of cell membrane will increase membrane
tension®. For example, cells will swell when they are in a hypotonic environment. Cell swelling will cause an increase in cell
membrane surface area without changing the the amount of lipid in the membrane. In addition, cell membranes are connected to a
cross-linked actin network named the cortex®. The cortex is demonstrated as a purple mesh under the membrane in Figure 1. Actin
cytoskeleton supports cell membrane and helps cells maintain their shape®. Membrane surface tension, which consist of T, and
membrane-cytoskeleton adhesion, is the cohesive force that keep cell membranes intact. In order to deform cell membrane, you
need to overcome both Ty, and membrane-cytoskeleton adhesion®*. Membrane surface tension helps cell maintain a small surface

area.
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Figure 2.5.1: Cell membrane composition. Image adapted from reference 2.

As shown in Figure 1, cell membranes consist of various types of lipid (e. g. cholesterol, saturated/unsaturated phospholipids, and
glycosylated lipids)?. Interactions between lipids in the membrane lead to formation of ordered membrane regions that recruit other
lipids and proteins?. Consequently, there is a wide variety membrane domains with different molecular composition and
properties’. In addition, lateral segregation of lipids leads to phase separations within cell membranes. Phase separation within cell
membrane depends on temperature, pressure, and structural properties (e. g. hydrocarbon tails length or degrees of unsaturation,
and the composition of the head group) of various lipid within the membrane!. For more info, refer to the wiki pages for Phase
Coexistence and Membrane Phase Transitions. At the edge of membrane domains or at the lipid phase separations, phospholipid
height mismatch and steric interactions have an energetic cost that depends on the length of the phase/domain boundary8. Line
tension is the interfacial energy at the edge of membrane domain or at the lipid phase separation in cell membrane®. In order to
minimize line tension, membrane domains tend to assume circular shapes (Figure 2)°. The free energy penalty associated with the
line tension is compensated by the decrease in free energy due to membrane domain formations. Membrane tension plays important
role in many biological processes, such as cell motility, endocytosis/exocytosis, and viral infection. Many techniques, such as
atomic force microscopy (AFM) and micropipette aspiration, are used to study membrane tension.

A Y

Figure 2.5.2: Atomic force microscopy images of phase-separated lipid membranes with different lipid compositions. Image
adapted form reference 9.

Biological Relevance
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Membrane Tension and Cell Movement

Cell motility involves continuous cycles of protrusion, adhesion, and contraction of the cell membranel®. Actin-polymerization-
mediated protrusion of cell membrane called lamellipodia influence the direction of migration. In the region of cell with low
membrane tension, multiple lamellipodia that point in different directions coexist (Figure 3, left)!l. As a result, cell migration in
any particular direction is not favored. Cells can migrate toward a particular direction by increasing the membrane tension at a
specific region of the membrane. Increasing the membrane tension will decrease the number of lamellipodia (Figure 3, right)!L.
Cells tend to migrate in the direction with fewer lamellipodia®'.

low tension /-\ high tension

multiple single
lamellipodia lamellipodium

Figure 2.5.3: Membrane tension influences the formation of lamellipodia. Image adapted from reference 11.

Membrane Tension and Endocytosis/Exocytosis

Endocytosis involves formation of cell membrane invaginations, which eventually detach from cell membrane and form vesicles'?.
Increasing membrane tension or membrane-cytoskeleton adhesion will hinder both invagination and neck formation step (Figure
4)"2. Both steps involves membrane deformation.

Membrane Tension Membrane Tension

e —f A —

Invagination Neck Formation Fission
Figure 2.5.4: High membrane tension hinder endocytosis. Image adapted from reference 12.

Exocytosis involves vesicles docking to cell membrane and fuse with it'2. Unlike endocytosis, increasing membrane tension will
favor vesicle and membrane fusion (Figure 5)'2. Unlike endocytosis, exocytosis requires minimal membrane deformation.

Membrane Tension

e e

Docking Hemifusion Fusion

Figure 2.5.5: High membrane tension favors exocytosis. Image adapted from reference 12.
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Membrane Tension and Viral Infections

Polyomaviruses (e. g. Simian virus 40 (SV40), Murine polyomavirus, and BK virus) are nonenveloped DNA viruses!3. Capsid
protein VP113, a main component of polyomavirus capsid, allows polyomaviruses to overcome membrane tension and infect cells.
VP1 binds to glycosphingolipids on cell surface.1? Different types of virus will bind to different types of glycosphingolipids!3. For
example, VP1 from SV40 binds to GM1 glycosphingolipid!3. VP1 binding to GM1 reduces membrane tension by triggering actin
cytoskeleton breakdown!3. As a result, an invagination of cell membrane is formed, which eventually lead to the endocytosis of the
virus!3. SV40 endocytosis is shown in Figure 6.

Figure 2.5.6: Simian virus 40 infect cell by triggering the breakdown of actin cytoskeleton. Image adapted from reference 13.
Methods Used to Study Membrane Tension and Line Tension
Methods Used to Measure Surface Tension:

Quantifying membrane tension

(a) \F

Eqg.1: T=P/(1/R;+1/R;)
=F/A(L/Ry+1/R,)

Eq.2: T=(P,—P)/2(1/R-1/R)

Eq.3: Ry=R(1-R /R)[AL/AL)
(d) —_ AFM

Optical tweezers

NS Eg.4: R,=278/F,
VAN

TRENDS in Cell Biology

Figure 2.5.7: Common methods used to measure membrane tension. (a) Parallel plate confinement. (b) Micropipette aspiration. (c)

Membrane tether extraction with micropipette. (d) Membrane tether extraction with AFM and optical tweezers. Image adapted

from reference 3.
Common methods used to measure membrane tension is shown in Figure 7. One assay for measuring membrane tension is parallel
plate confinement assay. In this assay, cells are compressed between two parallel plates. The radii of the principal curvatures of the
membrane are measured3. Since the amount of force used to compress the cell is known, you can calculate the membrane tension
with the equation shown in Figure 7 (Eq.1)3. Another method of measuring membrane tension is micropipette aspiration. For this
method, a small section of the cell membrane is pulled using a micropipette, and the membrane tension is calculated from the cell
radius, micropipette tip radius, extracellular pressure, and the suction pressure (Figure 7b, Equation 2)3. Micropipette aspiration can
also be used to measure membrane tension from membrane tethers. Since membrane tethers lack continuous cytoskeleton,
membrane-cytoskeleton adhesion will have very little (if any) contribution to the membrane tension measured®. Generally, cells are
hold in place with a micropipette, and then tethers can be extracted from the cell membrane (Figure 7c, Equation 3)3. Other
methods of tether extraction include atomic force microscopy (AFM) and optical tweezers (Figure 7d)3. The cantilever used in
AFM can also be used to extract a membrane tether3. To extract membrane tether, optical tweezers can be used to pull on a
uncoated polystyrene bead that was attached to the cell membranel4.
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Figure 2.5.8: FRET between donor fluorophore (green) and acceptor fluorophore (red). FRET efficiency decreases as distance

between the two fluorophores increases. Image adapted from reference 15.
Fluorescence resonance energy transfer (FRET) refers to the distance-dependent transfer of energy from one fluorophore to another
fluorophore (Figure 8)'°. For a more detail explanation of FRET refer to reference 15. Typical FRET experiment involves a pair of
flourophores called a FRET pair (a donor fluorophore and an acceptor flourophore). Fluorescence emission spectra of the donor
fluorophore must overlap with the fluorescence absorption spectra of the acceptor fluorophore. In practice, only the donor
flourophore will be excited. Generally, the florescence intensity ratio of acceptor fluorophore to donor fluorophore is measured.
The distance between the donor and acceptor fluorophores affects the FRET efficiency. FRET efficiency increases as the distance
between the two fluorophores decreases. Grashoff et al. developed a FRET-base biosensor for membrane tension!®. A brief
description of the method used in reference 16 is presented here. The biosensor consists of a tension sensor module in-between two
halves (Vh and Vt) of vinculin, a membrane-cytoskeletal protein (Figure 9c). The tension sensor module consists of two
fluorophores, mTFP1 and venus(A206K), linked together by a spider silk protein flagelliform linker sequence, (GPGGA)g (Figure
9a). The linker acts as a spring that holds the FRET pair, mTFP1 and venus(A206K), together. Vh and Vt help localized the
biosensor to the cell membrane. Once cells are transfected with this biosensor, you can measure the membrane tension by
measuring FRET efficiency. As the membrane tension increases, the FRET efficiency decreases because the distance between the
two fluorophores increases (Figure 9b). In order to convert FRET efficiency to force, you need to construct a calibration curve
(FRET efficiency vs Force). Grashoff et al. attached a similar FRET-base biosensor to a polymer-coated glass surface and a
microsphere. They can apply force to the sensor by pulling on the microsphere with an optical tweezer. They then construct the
calibration curve by measuring the change in FRET efficiency in response to the amount of force applied to the sensor.
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Figure 2.5.9: FRET-base biosensor for membrane tension. (a) Tension sensor module. (b) An increase in distance between the two
fluorophores due to an increase in-plane membrane leads to a decrease in FRET. (c) FRET-base biosensor for membrane tension.
Image adapted from reference 16.

Calculating_Line Tension from Domain Nucleation Rate

Blanchette et al. developed a way to calculate line tension from nucleation rate of membrane domain!’. A summary of the method
used in reference 17 is presented here. First, supported lipid bilayers are heated to 55°C and then cool down slowly until domain
nucleation occurs. Domain nucleation events can be imaged with AFM. Next, lipid bilayers are heated slowly until membrane
domains disappear. Averaging the nucleation and melting temperatures will give you the liquidus or miscibility temperature (Tians)
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for liquid-solid and liquid-liquid phase coexistence, respectively'®. Then, lipid bilayers are kept 5°C above phase transition
temperature. After the lipid bilayers are homogenized, they are rapidly cool down to various temperatures below Tgans. During the
cooling process, domain nucleation events are imaged with AFM. The line tension (y) is calculated by fitting the nucleation rate (J)
vs 1/TAT curve with equation 1 for symmetrical domain nucleation, which occurs on both side of the membrane, and equation 2 for
asymmetrical domain nucleation, which only occurs on one side of the membrane.

2
o -7y agT;fmns 1
= AeXp( SkpAH TAT) @
J*A _7r’y2agﬂmns 1 9
TASP\ TAE CTAT @)

J (obtained with AFM) is number of nuclei that form per unit area per unit time. The molar area of the gel phase, ag, and the
enthalpy of the phase transition, AH, depend on the lipid composition of the lipid bilayer. T is the temperature, and AT is Tyqns — T.
A is a pre-exponential factor'®,
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2.6: Vesicles

The most basic definition of a vesicle is a compartment composed of many phospholipids with some form of head group. In a
biological context, vesicles are typically formed by cells to uptake, excrete, or otherwise transport materials between membranous
compartments in the cell. A synthetic vesicle, called a liposome, can be created by mixing phospholipid molecules in an aqueous
environment. This article outlines some fundamental properties of vesicles, then goes on to discuss them in a biological context.

Formation of a Vesicle

Firstly, curvature must be established in a bilayer. Eventually, the indentation must protrude farther and farther, until a neck can be
formed. Scission of the neck occurs to free the newly formed vesicle from the membrane. [8]

2y
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Figure 2.6.1: displays the initial membrane deformation by indentation (left), invagination and development of positive and
negative curvatures (middle) and the development of complete curvature then scission to form complete vescicle.
The initial indentation into the bilayer necessitates a difference in the radius of curvature between the inner and outer leaflet.
Compensation for this physical requirement can happen in several ways. One method involves leaflet asymmetry, where more
phospholipids are shifted to the outside leaflet to compensate for the larger radius. If different types of phospholipids with varying
geometries are used, these may also be incorporated in a fashion that compensates for the difference in radii equally well. The same
balance can be struck using proteins incorporated into the membrane. [8,17]

J J
Figure 2.6.2: Differences in radii between the inner and outer leaflet (left), different geometry of lipids (middle), and proteins used
in compensation for the different leaflet radii (right).

In an in vitro setting, phospholipids that are introduced to an aqueous environment can form several structures to optimize the
arrangement of its hydrophobic and hydrophilic portions. Among these are micelles, liposomes, and multilamellar vesicles.
Sonication of multilamellar vesicles can yield unilamellar vesicles and giant unilamellar vesicles (GUVs). Using a single type of
phospholipid under these conditions yields a closed pure lipid bilayer membrane, which has been a useful model for understanding
phase shifts among the lipids of the membrane, the mechanics of membrane formation and deformation, the dynamic behavior of
elements that reside within the membrane, and the interactions between membranes and their environments. [2,4]

Biological Context

Vesicles mainly serve to hold some biological element apart from the surroundings. This may include biological molecules that
must be transported from site to site or housing a particular chemical reaction until the products can be released into the cell.

Vesicles are most notably involved in taking nutrients in and excreting waste products out of the cell, called endocytosis and
exocytosis, respectively. Vesicles serve as the chief mode of transport between the extracellular environment and various
compartments in the cell such as the exosome, endosome, the trans golgi network (TGN), and the endoplasmic reticulum.
Extracellular messaging works along this same system. As signals diffuse throughout the extracellular environment, they may
interact with receptors that are then taken inside the cell in a vesicle or taken up inside a vesicle themselves. A number of
secondary messengers may come into play to transduce the signal, or the signal may have an immediate intracellular target that
elicits some change — expression of a particular gene or initiation of some post-translational modification, for example. Neuronal
vesicles can carry signals between cells across the synaptic cleft or within the neuron itself.
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In the cell, formation of any vesicle begins with a lipid bilayer. Perturbation and deformation at a section of this bilayer creates the
proper combination of negative and positive curvature to develop the vesicle, a structure with wholly positive curvature.[8] The
range of vesicles studied in a cell stretches anywhere between 30nm to 1.2pm. [6]

Vesicle Formation in vivo

The formation, or budding, of a vesicle in a cell involves deforming the membrane and creating specificity for a certain cargo.
Early electron microscopy studies detected electron dense ‘coats’ in budding intermediates. The electron dense areas were later
discovered to be coat proteins involved in creation of a vesicle.[10] These proteins coat a membrane section to create and stabilize
curvature, then select the proper cargo. The vesicle then must be pinched off at the neck to create a membraneous structure separate
from the larger membrane. These processes are typically mediated by groups of proteins. The best characterized mechanisms
involve the clathrin protein, ceat protein I (COPI), and ceat protein II (COPII). [1, 9, 10]

Clathrin proteins are trimers, called triskellions, best represented as a
central domain composed of three heavy chains (~190kDa)
interacting with each other at their C-termini, bound with three light COPl raeruitment
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for a multitude of adaptor proteins to transfer a variety of cargo types & (]
in the potential vesicle. In solution, triskelia form flat hexagonal rings

. p . ) ) . ) g g “O 2. copllrelease
with relative ease. For the formation of a vesicle, triskelia must also -

Endoplasmic Reticulum

. . o . &
form pentagonal rings, in addition to hexagonal rings, to generate COPlretrutment )« Cutbein
enough curvature for the encapsulation of a vesicle. At least 12 \'“'uﬂmentfre‘ease
o | o e
pentagons must be present in the lattice to form a full vesicle. N- \. »

terminal repeat domains of a triskelion bind different adaptor proteins
that can then in turn bind cargo as well as membrane directly. A
single triskelion will bind others, forming the aforementioned shapes
and eventua]]y a cage that can encapsula[e a vesicle. [9,10] Figure 3 shows transport between tha ER and the TGN. COPl is associated with

retrograde transfer, and can be seen at the TGN membrane forming vesicles targeted to
the ER. In anterngrade transfer, COPIl coatomers accumulate at the ER membrane to

COPI is a heptameric protein complex associated with Shuttling .y buds and similarly allow creation o vesicles targated to the TGN. Clathrins
substrates from the cis-golgi to the rough endoplasmic reticulum, — ?50 stabilize buds forthe formation of vesicles, and can be scen here at the lower rght
called retrograde traffic. It is composed of seven subunits (o, 8, B’, 6,

Yy, € and (), comprising the F subcomplex (a heteromer of (3, §, y and { subunits) and B subcomplex (a heteromer of o and 8’
subunits). The a and B’ subunits contain WD40 repeats, much like that of clathrin. COPII coat proteins are associated with the
transportation of materials outward from the ER to the TGN and the cell membrane, or anterograde transfer. COPII proteins might
be considered as subcomplexes of Sec13/31p and Sec23/Sec24p. Portions of the Sec13/31p have WD40 repeats, again like that of
clathrin. [1,9]

Other Mechanisms of Vesicle Formation

Cytoskeletal branching, treadmilling and catastrophe affect membrane shape in the development of pseudopodia and lamellopodia,
and can conceivably contribute to vesicle formation. Proteins with a BAR (Bin/amphiphysin/Rvs) domain specifically insert helices
into membranes with curvature and play an important role in stabilizing curvature established by coat proteins. [8, 11, 17]

Multivesicular Bodies and Intralumenal vesicles

In the endocytic pathway, multivesicular bodies (MVB) are organelles that have vesicles

inside their lumen, called intralumenal vesicles (ILT). They typically carry ubiquinated cargo

to the lysosome, but can perform other functions as well. These vesicles require the
endosomal sorting complex required for transport (ESCRT) proteins to form. ESCRTI, -II,

and —III work alongside other associated proteins like vacuolar sorting protein 4 (Vsp4) to L
choose cargo, create a small bud, eventually perform scission on the bud, and target the
vesicle to a final destination. A complex interplay between ESCRT proteins, associated — Figure 4 shows MVBs and ILVs within the cytaplasm.
targeting proteins that work with the ESCRT proteins, and post-translational modifications of

the cargo governs these processes. [7] There is evidence that ESCRT proteins also participate in viral budding, cytokinesis, cell
signaling, and development through its membrane interactions. [13,14,15,16]

~ Cytoplasm

Multivesicular Body

Intralumenal Vesicle
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2.7: Diffusion in Membranes

Eukaryotic cells are surrounded by a flexible and dynamic barrier known as a membrane. These biological membranes are
composed of lipids, which aggregate to form a bilayer with particular biochemical properties. The amphipathic nature of the lipid
bilayer, whose tails are hydrophobic and associate with each other and whose head groups are hydrophilic and interact with the
aqueous environment, are critical to its structure. The composition of the lipid bilayer is also important for the diffusion both across
and within the membrane. This membrane diffusion is important for a variety of functions, some of which include regulating the
fluidity of the membrane, the uptake of metabolites into the cell from the outside, and the removal of waste products from the
inside of the cell.

Fluid Mosaic Model

Each membrane protein has a particular orientation within the membrane and cannot flip-flop form one bilayer to the other after it
has assumed its mature conformation. However, lateral movement within the same lipid bilayer is still possible. Lateral diffusion is
a key feature of the fluid mosaic model of membrane structure that was first described in 1972 by S. Jonathan Singer and Garth
Nicolson (1).

This model was supported by experiments previously done by L.D. Frye and M. Edidin in 1970, which showed that cells taken
from mouse and human lines could be fused together using the Sedani virus (Figure 2.7.1). The resulting fusion cell expressed both
mouse and human antigens, which could be labeled indirectly by fluorescent antibodies and followed. Mixing of both parental
antigens occurred forty minutes after fusion, suggesting that lateral diffusion within the membrane can occur (2). However, the
time that it takes for lateral diffusion to occur depends on membrane fluidity, which ultimately depends on both temperature and
lipid composition.

Figure 2.7.1: Experimental design originally performed by Frye and Edidin in 1970, in which they took cells from a human and a
mouse and fused them using the Sedani virus. The species-specific antigens were then labeled with fluorescent antibodies and
followed. The results of this experiment showed fusion and mixing of antigens, suggesting lateral diffusion within the membrane.

Types of Diffusion Across the Plasma Membrane

There are general thermodynamic principles that govern the transfer of molecules across the membrane. Figure 2.7.2 represents the
equation that shows the amount of free energy that is required for a substrate to cross a membrane. In order for diffusion to occur,
AG must be negative and as AG moves away from zero and becomes more positive, work becomes required. When the
concentrations become equal on both sides of the membrane and AG =0 and the rates of transport in both directions will be the
same and no net transport will occur.
AG:RTln(&> (2.7.1)
o
If Cy, the concentration of a substrate in the cytosol, is less than Cj, the concentration of a substrate outside of the cell, then AG is
negative and the process is favorable. Gradually, as more substrate is transferred across the membrane, C; decreases as C; increases
until C, = C;and at this point delta G =0 and the system is at equilibrium.
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Simple Diffusion

Simple diffusion occurs by the diffusion of molecules, such as O, and CO,, across the hydrophobic core of the membrane (Figure
2.7.3). Therefore, no ATP is required for this type of diffusion across the membrane, it is simply a matter of molecules moving
down a concentration gradient. As simple diffusion does not require ATP, large polar molecules or ions cannot diffuse across the
membrane. This is due to the hydrophobic tail region of the membrane, which presents too large of an energy barrier to be
overcome by the potential stored in the gradient.

Simple diffusion

(nonpolar compounds only,

down concentration
gradient)

8

Figure 2.7.3: An image of simple diffusion in which nonpolar compounds diffuse across the membrane through the use of a
concentration gradient. This process does not require any mediator proteins or pores.

The net rate of transport is proportional to the concentration difference (C, — C;) across the membrane (Figure 2.7.4).

KD, (Cy—C
J:—% (2.7.2)

where

o J is the net rate of transport,

e K is the partition coefficient for the ratio of solubilities of the material in lipid and water,
e D is the diffusion coefficient of the diffusing substance in the membrane, and

o [is the thickness of the membrane.

For ions and other hydrophilic substances, K is a very small number, given that diffusion of such molecules across the membrane is
very slow.

Facilitated Transport

As opposed to simple diffusion, which does not require ATP, facilitated transport needs ATP in order to overcome the energy
barrier of the hydrophobic tail region of the membrane. In addition, this type of diffusion is dependent on cargo binding the
membrane-embedded channel or carrier protein.There are two types of facilitated transport, pore-facilitated transport and carrier-
facilitated transport. In order to distinguish between pore-facilitated transport and carrier-facilitated diffusion, one can fluctuate the
membrane fluidity by altering the temperature. This change in temperature will stop carrier-facilitated diffusion due to the fact that
carrier-facilitated diffusion must move through the membrane in order to function and cannot do so when the membrane is in a
non-fluid state.

Pore-Facilitated Transport

Pore-facilitated transport uses proteins embedded within the membrane that can open and close in order to facilitate diffusion. This
type of diffusion allows for selected ions to pass through the pore, such as Cl-. An important example of pore-facilitated transport
is the transport of glucose through the use of a gated pore mechanism, in which the pore is never open at both ends at once (Figure
2.7.5). Instead, the pore opens at the exterior to allow the entry of glucose, closes the exterior opening, opens the interior opening,
releases glucose into the cytosol, and finally returns to its state of binding on the exterior (15).
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Figure 2.7.5: An image of glucose using the pore-facilitated transport system (light green) as a means for crossing the membrane,
this is a simplified diagram that does not show the gated pore mechanism.

Carrier-Facilitated Transport

Antibiotic ionophores, such as valinomycin, a cation carrier, are an example of carrier-facilitated transport. Its folded conformation
allows for the protein to have an outer hydrophobic surface, making it soluble in the lipid bilayer, with an internal conformation
that mimics the hydration shell that the cation would have in an aqueous solution. This conformation allows valinomycin to diffuse
from one surface of a membrane, pick up an ion, and then diffuse to the other surface to release it (Figure 2.7.6).

e © Extracellular space < .

o
Q o @ ] < o °
Protein = °
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Carrier
S proteins °
° o @ © °

Intracellular space

Figure 2.7.6: Facilitated diffusion involves the use of a protein to facilitate the movement of molecules across the membrane. In
some cases, molecules pass through channels within the protein,In other cases, the protein changes shape, allowing molecules to
pass through. (Public Domain).

Factors that Influence Membrane Diffusion

There are several factors that can influence the diffusion of molecules both within and across a membrane; physical barriers,
electrostatic attraction or repulsion nodes, and partitioning phenomena (3), are just a few examples.

Physical Obstacles

Physical obstacles can become considerably crowded, which can obstruct the free passage of molecules. Several adaptor proteins
(alpha-actinin, talin, vinculin, etc.) can attach the cortical cytoskeleton to the long cytosolic tails of transmembrane proteins within
the plasma membrane and act as a fence, which restricts the movement of molecules across the membrane (4,5). Such obstruction
by the cortical cytoskeleton has lead to the observation that molecules undergo a “hop diffusion” in which they “hop” intermittently
between confinement zones (4,5) in order to diffuse (Figure?7).

cytoskeleton

Figure 2.7.7: An image of the mesh actin cytoskeleton (light purple) attaching to transmembrane proteins (dark purple) and tightly
associated lipids to form a barrier that limits the diffusion of molecules (3). The red arrows indicate limited diffusion.
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Membrane-matrix junctions can also contribute to a physical obstruction that impedes membrane diffusion. This is due to the
binding between integrin receptors located in the plasma membrane and the extracellular matrix (fibrous network of proteins that
cells attach to) (Figure 2.7.8). If this interaction is increasingly accumulated at a high enough density, then diffusion is limited. A
recent study showed that this type of physical barrier blocked the diffusion of membrane molecules whose dimensions exceeded
the width of the integrin-matrix interaction (6).

C extracellular
matrix

Figure 2.7.8: An image of the extracellular matrix (yellow) linking to membrane receptors (purple) to generate a mesh that limits
diffusion (3). The red arrows indicate limited diffusion.

Electrostatic Impediments

Electrostatic interactions can also interfere with free diffusion, as charged proteins or lipids can be repelled by like charges or
attracted by opposite ones (Figure 2.7.9). McLaughlin and Murray in 2005 showed that proteins have natively unfolded regions
that have both basic and hydrophobic residues that allow them to exist within the bilayer and at the same time attract anionic lipids
electrostatically (7). As a result, the membrane-associated cationic residues associate together, creating a negatively charged ring
around the protein. Thus, the resulting ring of anionic lipids can alter the mobility of other charged molecules in the plane of the

membrane (8).

PH dcmain

Figure 2.7.9: A protein bearing a PH domain is shown to be recruited to a patch that is rich in its ligand lipid. The negative charge
on PIP, (green) accumulates and deflects proteins with a like negative charge (blue) (3).

Partition-Induced Barriers

In a membrane, certain types of lipids or proteins can partition into defined regions, resulting in an area of subdiffusive behavior
(3). The association between lipids and proteins is often driven by the recognition of particular binding domains, for example, the
association of protein PH domains with phosphoinositides (9). Another way for these lipid-protein complexes to form is through
hydrophobic interactions. An example of this hydrophobic interaction-driven complex is the saturated lipid- and cholesterol- rich
microdomains, known as lipid rafts (10). Lastly, membrane curvature can play a role in the obstruction of diffusion (Figure10). The
bent region of the membrane has distinct properties, as the head groups of the lipids constituting the concave monolayer are
unusually close, whereas the head groups on the convex monolayer are uncharacteristically far apart. The concave side of the bent
bilayer can alter diffusion physically or electrostatically, while the convex side creates a more accessible membrane due to reduced

packing of the head groups.

https://phys.libretexts.org/@go/page/1356



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/1356?pdf

LibreTextsw

hydrophobic
exposure

Figure 2.7.10: An area where the membrane undergoes sharp curvature can force the exposure of hydrophobic regions on the outer
leaflet of the membrane in addition to forcing the lipid heads on the inner leaflet to compact. Curvature can alter the partition of
lipids and proteins.

Techniques to Monitor Diffusion

e Fluorescence recovery after photobleaching (FRAP) was initially very useful in studying the lateral diffusion of membrane
components (11). This technique uses fluorescently labeled probes to follow a molecule of interest. By using a high intensity
laser, the fluorophores in a region of interest will become bleached and lose signal (Figure11). The probes that were not
bleached will then diffuse throughout the sample and replace the bleached region. Since this method measures the average
behavior of molecule, it ultimately has limited temporal resolution (seconds).

o Fluorescence correlation spectroscopy (FCS) is a correlation analysis that measures fluctuation in fluorescence intensity. This
technique provides high spatial precision and can measure diffusion coefficients of molecules (12,13). Unlike FRAP, FCS can
acquire the time resolution, but lacks the ability to capture defined transient events.

o Imaging total internal reflection (ITIR)-FCS is a technique that can circumvent both of the problems in other techniques, as
it can probe diffusion in membranes with good temporal and spatial resolution (12). ITIR-FCS can be applied to diffusion,
active transport, or even both.
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CHAPTER OVERVIEW

3: Membrane Phases and Morphologies

One of the most important properties of a lipid bilayer is the relative mobility (fluidity) of the individual lipid molecules and how
this mobility changes with temperature. This response is known as the phase behavior of the bilayer. The phase behavior of lipid
bilayers is largely determined by the strength of the attractive Van der Waals interactions between adjacent lipid molecules. The
extent of this interaction is in turn governed by how long the lipid tails are and how well they can pack together.

3.1: Membrane Phase Transitions

3.2: The Main Phase Transition

3.3: The Fluid Phase

3.4: The Gel Phase

3.5: The Ripple Phase

3.6: Rafts

3.7: Lipid Phase Coexistence
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3.1: Membrane Phase Transitions

Biological membranes are primarily composed of phospholipids—a diverse class of compounds composed of a hydrophilic head
group covalently attached to a pair of hydrophobic fatty acids. This amphipathic structure leads phospholipid molecules to
spontaneously form bilayers when placed in water, as the phospholipids are driven to orient their head groups towards water and
shield their fatty acid tails from it via the hydrophobic effect.

While these bilayers tend to exist in a fluid phase under physiological conditions, their component phospholipids can undergo
phase transitions under the correct environmental conditions. Similarly to the familiar transitions between the liquid, solid, and gas
phases of simpler systems, these lipid phase transitions represent changes in the entropy of the system through reorganization of the
system’s components in response to changes in the free energy of the system. Lipids can exist in a number of phases, which are
summarized below.

L,: The Liquid Disordered Phase

The liquid disordered phase, as its name implies, is a highly fluid state in which individual lipids can move laterally across the
surface of the membrane relatively unhindered. Liquid-disordered bilayers are often characterized by irregular packing of
individual lipid molecules, as well as the presence of kinks in unsaturated fatty acids. These kinks effectively reduce the surface
area accessible to other fatty acid chains, weakening Van der Waals interactions.

e
- WMW Ogéo

Figure 3.1.1: A depiction of the liquid-disordered phase, with a cross-sectional view to the left, and a top view at right illustrating
packing irregularity. Note the irregular orientation of the fatty acid tails, indicating a high degree of fluidity. (Faller 2015)

Fiuid L

Lg: The Gel Phase

At temperatures below Tm (melting temperature), lipid bilayers enter a solid-like phase known as the gel phase. Fatty acids with
kinks often undergo trans isomerization, allowing the chains to be fully extended and strengthening Van der Waals interactions.
Stronger Van der Waals interactions lead to tighter, more ordered lipid packing, impeding lateral movement across the surface of
the membrane.
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Figure 3.1.2: A depiction of the gel phase, with a cross-sectional view to the left, and a top view at right illustrating the highly
ordered packing arrangement. Note the straight orientation of the fatty acid tails, indicating a low degree of fluidity. (Faller 2015)

Lo: The Liquid Ordered Phase

The liquid ordered phase represents something of a hybrid of the liquid disordered and gel phases. Sufficiently high membrane
sterol concentration combined with the relative rigidity of sterol molecules leads to tighter packing of liquid phase membranes,
while separating gel phase lipids. The result is a “liquid ordered phase” with solid-like qualities similar to the gel phase without
sacrificing the high rate of lateral diffusion attainable in the liquid-disordered phase.
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cholesterol molecules depicted in yellow. Note the straight orientation of the fatty acid tails, as well as the spacing between
phospholipids provided by the cholesterol. (Faller 2015)
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Figure 3.1.4: A depiction of the ripple phase, with a cross-sectional view to the left, and a top view at right illustrating the highly
ordered packing arrangement. Note the straight orientation of the fatty acid tails, indicating a low degree of fluidity, similar to the
gel phase. (Faller 2015)
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Figure 3.1.5: A depiction of the pseudocrystalline phase, with a cross-sectional view to the left. Note the straight orientation of the

fatty acid tails, indicating a low degree of fluidity, similar to the gel phase. (Faller 2015)
Factors Affecting Lipid Phase Transitions
The primary factor driving most phase transitions is the temperature of the environment. Temperatures above a lipid’s Tm will
transition lipids to a liquid phase, while colder temperatures will cause a transition to a solid-like phase. However, Tm can vary
between lipids due to differing structural properties. Furthermore, some phase transitions, such as the liquid-ordered phase
transition, more strongly depend on environmental conditions other than temperature.

Chain Length

Longer fatty acid chains have higher surface areas than smaller ones, resulting in stronger Van der Waals interactions between long
lipid chains. This leads to increasing Tm’s with increasing chain length, as shown in Figure 3.1.1.

Table 2.1. Thermodynamic data for thermotropic phase transitions of a series of diacyl-
saturated phosphatidylcholines determined by DSC',

Tm, Tm, AH| AH, AS,
Lipid °C) (¢C) (kcal/mol) (kcal/mol) (cal/’K mol)
DMPC (C,,) 153 24.0 13 6.5 219
DPPC (C,) 355 41.5 1.6 8.7 27
DSPC (C,,) 51.0 54.3 1.8 10.4 333
DAPC (C,) 62.1 64.1 1.7 123 37.6

‘From ref, 112, Abbreviations: DMPC, dimyristoyl phosphatidylcholine; DPPC, dipalmitoy! phosphati-

dylcholine; DSPC, distearoyl phosphatidylcholine; DAPC, diarachidoyl phosphatidylcholine. The

subscripts (1, 2) refer to the pretransition (1) and main transition (2).
Figure 3.1.6: Tabulation of Tm and enthalpy data for lipids of differing lengths. Notice how the Tm and AHfusion increase with
chain length. (Faller 2015)
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Furthermore, increasing the length of a hydrocarbon chain simultaneously increases the number of degrees of freedom, thereby
increasing the lipid’s heat capacity—thereby also increasing the enthalpy of fusion.

Unsaturation

Lipid unsaturation—the presence of one or more double bonds in the lipid’s fatty acid tails—also affects Tm by altering the
strength of Van der Waals interactions between lipid tails. Unlike chain length, however, increasing unsaturation reduces the Tm of
the lipid by reducing the accessible surface area of the fatty acid tail by forming kinks that prevent nearby tails from packing
together as tightly. This weakens inter-lipid Van der Waals interactions, and lowers the Tm of the lipid.

The positioning of double bonds in the fatty acid chain influences the degree to which Tm is lowered—with double bonds closer to
the middle of the chain producing larger kinks, thereby decreasing Tm more than double bonds located closer to either end of the
chain.

Sterols

Sterols, such as cholesterol, play a large role in modulating the fluidity of membranes. Sterols are—compared to neighboring
phospholipids—small, rigid molecules that are largely hydrophobic, with the exception of a single hydroxyl group. The
accumulation of sterols in a lipid bilayer causes tighter packing of fatty acid tails in liquid phase lipids and separates gel phase
lipids. The result is a “liquid ordered phase” with solid-like qualities similar to the gel phase without sacrificing the high rate of
lateral diffusion attainable in the liquid-disordered phase.

Membrane Protein Concentration

High local concentrations of membrane-associated proteins can decrease the Tm of sections of membrane through steric
interactions between crowded proteins. Although elevated local protein concentrations can be critical for facilitating certain cellular
processes, collisions between crowded proteins creates lateral pressure that renders lipid domain separation more
thermodynamically favorable—possibly leading to phase transitions, as shown in Figure 3.1.7.
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Figure 3.1.7: A diagram illustrating how steric interactions between crowded membrane proteins can result in the separation of
ordered membrane domains. Membrane proteins are represented by green orbs and ordered domain lipids are colored black, with
other membrane lipids indicated in red. (Scheve et al, 2013)

Outcomes of Lipid Phase Transitions

Phase Separation

Membranes often contain a mixture of lipids of different lengths and degrees of unsaturation, resulting in differing Tm’s. If such a
membrane system is cooled, the longer, more saturated lipids will undergo the transition to the gel phase before other shorter, less
saturated lipids, as their Tm will be reached first. The resulting straightening of the fatty acid chains causes part of the gel phase
lipids’ chains to be exposed to water, resulting in a hydrophobic effect-driven aggregation of the long, newly gel-phase lipids. This
results in the formation of patches of long, saturated, gel-phase lipids in the membrane.

Protein Aggregation

Phase separation between lipids surrounding integral membrane proteins can briefly expose the hydrophobic residues of the middle
of the protein to water. If enough other exposed proteins are nearby, this can result in a hydrophobic effect-mediated protein
aggregation event, as displayed in Figure 3.1.8.
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Figure 3.1.8: Illustration of phase separation-driven protein aggregation. Different lipid types (indicated by differently-shaped head
groups) are sorted together through the process of phase separation, which can result in aggregation of membrane proteins through
the hydrophobic effect.

Membrane Leakage

The differential rates of phase transition between lipids composing a membrane can lead to packing defects as gel-phase fatty acid
chains straighten out, forming a short-lived gap between the now gel-phase chains and neighboring, still-liquid chains. Such gaps
can allow cytoplasmic contents to leak out of the cell until they are plugged via lateral diffusion of neighboring lipids.
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3.2: The Main Phase Transition

The membranes that provide structure and definition to cellular compartments are composed of dynamic and heterogeneous lipids
whose varying chemical properties allow for their function. The transition between the two main phases of a lipid bilayer, the liquid
crystalline phase (Lq) and the gel phase (Lg) determines how the membrane will behave in terms of fluidity at a particular
temperature and the formation of biologically useful membrane microdomains.

Relevant Properties of Lipid Phases

Membranes composed of a lipid bilayer can exist in either the liquid or gel phase, depending on the strength of interaction between
the molecules. The two phases are quite different in their physical properties and biological relevance.

A.Lqy

The L, or “liquid” phase, is characterized by more thermal motion than the gel phase. Head groups in the liquid phase are loosely
packed with rotational freedom, giving rise to a larger area per molecule at room temperature than observed in the gel phase[1].
The acyl chain tails are not rigid or efficiently packed due to the presence of “kinks” caused by gauche orientation of the alkane
chain.

In the liquid phase, phospholipid molecules can move freely in the X and Y axis, but distance between the bilayers (the Z axis
direction) is shorter in than in the gel phase, as would be expected due to the kinks in the hydrophobic tails[2]. The presence of gel
phase domains within the bilayer can inhibit the lateral diffusion of liquid phase molecules[3].

B.L;

In the Lg phase, or “gel” phase, acyl chain tails are fully extended and a uniform trans orientation is present for the length of the
alkyl chain. This gives the gel phase a longer Z axis, or length, because the acyl chains are more rigid and straight.
Tightly packed head groups result in a lower area per molecule at room temperature than in the liquid phase[1].

Ehrenfest’'s Definition of Phase Transition

The Austrian physicist Paul Ehrenfest provided a definition for phase transitions, where phase behavior is described in terms of free
energy (AG) as a function of different thermodynamic variables. The “order” is the derivative of AG (as a function of some
physical or chemical variable) and the point at which it is discontinuous is the point of phase change[4].

Physical state phase changes, such as the transition between a solid, liquid, gas (or liquid to gel state of a lipid bilayer) are first
order phase transitions because they are discontinuous in density at their Ty, which is the first derivative of AG with respect to
chemical potential.

In a second order phase transition, the first derivative of AG is continuous but the second derivative is discontinuous for the second
derivative of AG. Magnetization is an example of a second order phase transition process.

The phase transition of gel to liquid is a first order process and involves a latent heat, in which the thermodynamic system
(membrane) absorbs or emits a fixed amount of enthalpy AS. During phase transition, the temperature stays constant while heat is
added to the system[4].

AS

A simplified diagram of phase change

The heat flow required for a first order phase change can be modeled as TAS. Plotting heat flow versus temperature shows
intuitively the energy required for phase transition, with an integral of the curved area representing the free energy of the process:
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Hysteresis is the phenomenon where there is a difference in Ty, depending on which direction the phase transition is going (a
difference between Tiiquid - getand Tgel - liquid)- This phenomenon occurs only in first and not second order phase transitions[5].

Characteristics of Phase Transitions

The close packing of the gel phase is accomplished in part by the long and straight acyl chains. These chains are kept straight and
rigid by the trans orientation of the alkane chain. During phase transitions, the acyl chain portion of the phospholipid hydrophobic
tail undergoes a trans-gauche isomerization produces kinks, a shorter and skewed tail, and leads to less efficient packing[6].

Biologically relevant membranes exist as complex mixtures of different lipids with varying melting temperatures. As a fraction of
the membrane reaches its phase transition temperature (Ty,) a mixed phase will exist with a heterogenous mixture of liquid and gel
phases. Should a sufficient amount of mixed phase exist, a substantial amount of lipid molecules may become exposed to an
aqueous environment as the liquid phase molecules will be shorter in the Z axis than the gel phase, making the membrane thinner
and exposing a portion of the hydrophobic tails of adjacent phospholipid molecules. This phenomenon is known as “Hydrophobic
mismatch” and is the driving force for phase separation. Thus, the disparity of phase transition temperatures in complex lipid
mixtures of a lipid bilayer can be thought of as a driving force for phase separation and microdomain formation[7].

Forces Driving Phase Transition

Lipids undergo temperature specific phase transitions from liquid crystalline to gel phase. The specific temperature at which this
transition occurs is referred to as Ty, and varies depending on the specific molecule. Lipid molecules with longer acyl chains tend
to have higher Ty, than shorter tailed phospholipids because the longer tail provides more opportunity for Van der Waals
interactions to occur between two adjacent molecules, lowering over all energy and requiring more thermal energy to reach the
point of phase transition and making the phospholipid more likely to exist in the gel phase[5].

Double bonding within the acyl chain also affects T,,[8] Unsaturated lipids have a lower T, whereas saturated lipids have a higher
T, In addition to the degree of unsaturation or number of double bonds, the position of the double bond in the acyl chain also
affects phase behavior[7].

In addition to the acyl tail, the lipid headgroup also influences phase behavior. The size of the headgroup is thought to have a strong
influence on T, Glycocylated head groups have been shown to exhibit less hydrogen bonding than normal phosphatidylcholine
resulting in a more fluid and flexible membrane[9]. Somewhat related, the surrounding pH and the hydration of the membrane can
also affect T, with lower pH and higher hydration state resulting in a higher T, for the same lipid composition by affecting the
hydrogen bonding between the lipid components[10].
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Change in melting temperature for lipids in pollen grains containing different water contents[11]
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Techniques for Detecting and Measuring Phase Transitions

Differential scanning calorimetry (DSC) is a technique that can be used to measure phase transitions in lipid samples and even in
simple cells like intact bacteria[12]. DSC works by measuring the amount of heat energy required to raise the temperature of the
sample. By slowly ramping the temperature of the sample and accurately measuring temperature change, DSC can determine phase
transition phases. By conducting a DSC scan in both directions, hysteresis can be identified.

Fourier transform infrared spectroscopy (FTIR) is a powerful technique that can provide a wealth of information about lipid
structure, membrane organization and phase behavior[13]. FTIR detects the absorbance of IR type light emission, which at certain
wavelengths is absorbed by different carbon-carbon bonds. From FTIR absorbance spectra, information about lipid conformation
can be extrapolated. For example, the phase transition from gel to liquid phase represent change from a more ordered to a more
disordered state; the disordered state provides for more rotational and vibrational freedom of the lipid molecules, which is
accompanied by a broadening of the IR absorbance of the higher energy molecule[14]. It has been used to find Ty, of intact cells,
including human platelets[ 15].

FTIR spectra showing the C-H stretch at 6° of DMPS in an aqeous buffer[14]

Biological Consequences

Packing defects of the lipid bilayer can lead to leakage during phase transition the formation of microdomains that occurs as
consequence of phase separation can alter the curvature and fluidity of the membrane, which can impart new biological
characteristics to the plasma membrane, tonoplast or a vesicle. In addition, protein movement through the membrane can be
impaired, or a protein could be restricted to a lipid environment in which it does not optimally function.[16]

Myelin is a notable exception to the general rule that lipids are fluid during physiological temperatures. In persons with multiple
sclerosis, the Ty, of myelin is lowered by 20°C[17], altering the physical properties of neuronal myelin sheath and possibly causing
increased susceptibility to degradation[18].
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3.3: The Fluid Phase

Cell membranes are composed of many different types of lipids, including saturated and unsaturated phospholipids, cholesterol,
and fatty acids. Membranes in functional condition are predominantly comprised of fluid phase lipid bilayers. Maintenance of
membrane fluidity is crucial for integrity and functionality. However, phase coexistence is normal since the membrane is comprised
of many different lipid molecules. The addition of sphingolipids increases the possibility of gel (solid) phase coexisting with fluid
(liquid) phase. This is due to sphingolipids containing long, saturated acyl chains that cause them to pack tightly in the membrane,
resulting in very limited room for lateral diffusion. Some damaged cells undergo lipid phase transition from fluid phase to gel phase
in the membrane, which results in fatal problems and cell death. This also occurs when the cell ages, as lipids in the fluid phase
emerge in the gel phase and vice versa. Physiological and metabolic changes occur as a result of the changes in lipid composition.

The plasma membrane is a semi-permeable bilayer barrier that separates the interior of the cell from the exterior and maintain a
distinct metabolism in separate cellular compartments. Cell organelles within the intracellular environment also rely on the
presence of membranes and the cytoskeleton for structure and function. The functionality of the bilayer is carried out by proteins
and determined by the physical properties, a great deal of which depends on the lipid conformation of the membrane.
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Figure 3.3.1. Schematic diagram of a ﬂu1d phase membrane. Visualization derived from a molecular dynamics simulation of
bilayer composed of dimyristoylphosphatidylcholine (DMPC) at 325 K. The polar regions of phospholipids are represented by
heavier lines.

The bilayer fluid domain consists of a liquid-ordered phase (L) and a liquid-disordered phase (L4). Though, it should be noted
that, for practical applications, the heterogeneity of bio-membranes cannot be simplified to mere differentiation of coexisting lipid
domains. Protein interactions must be taken into consideration with regard to heterogeneity thermodynamics, as they are significant
to cell metabolism.
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Figure 3.3.2. Sterol addition directly affects membrane fluidity by fluidizing %el phases and ordering liquid phases from liquid-
disordered (referred to as Ld in the text, La in the Figure) to liquid-ordered (L,).

[I. Fluid phase lipid bilayer membrane
II.a. Temperature Changes

At a given temperature, a short-tailed lipid has more fluidity than a long-tailed counterpart due to packing characteristics. A
decrease in temperature results in loss of membrane fluidity due to the lipid acyl chains’ formation of greater numbers of Van der
Waals interactions. Likewise, an increase in temperature results in greater membrane fluidity as Van der Waals interactions are
disrupted and broken. When the environment reaches the critical temperature 7},,, and the membrane is transitioning from gel phase
to fluid phase:
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1. Rotational isomers emerge in the hydrocarbon chains
2. Rapid lateral diffusion increases among the lipid molecules
3. The bilayer membrane expands, causing a decrease in electrostatic free energy

Shorter chain lengths in saturated lipids have decreased T, in comparison to longer chain lengths. As the number of carbons in the
lipid alkane chains increases, so does the gel to liquid phase transition temperature. The 7},, of dipalmitoylphosphatidylcholine
(DPPC) and 1,2-Distearoyl-sn-glycero-3-phosphocholine (DSPC) is approximately 41°C and 54°C, respectively.? Usually, there
exists a hysteresis curve between cooling and warming.

The enthalpy change AH, or heat absorbed at the end of phase transition, can be described by the following equation:”
AH =T, xAS. (3.3.1)

where AS is entropy change and T}, the critical temperature (transition temperature). A H may be also be denoted as the sum of a
non-electrostatic value, AH?®, and an electrostatic value:’

AT =T(fluid) —T'(ordered). (3.3.2)
Thus, considering electrostatic effects, AT}, can be described by:7
AT
AT, =T, —T5 =— .3.
AS (3.3.3)
where
AH®
T5 = ——— .34
AS (3.34)

is the value of T, in the absence of electrostatic effects.

Phase behavior is determined by degree of tail saturation and headgroup conformation. Bio-membranes are composed of lipids with
various degrees of saturation. Poly-unsaturation may reach as high as six double bonds per chain. Unsaturated and short-chain
lipids have decreased T;,,, while saturated and long-chain lipids have increased T5,.

Phase behavior and T}, are affected by many factors:®

1. Vesicle size (determines the thermodynamic limit)

2. Acyl chain length

3. Presence, number, and positioning of double bonds. Double bonds decrease T;,, and allow lipids to contain longer chains.
4. pH

5. Hydration status (fluidity)

6. Cholesterol

7. Addition of a second lipid

8. Alkane chain order

Lipid phase behavior depends on the strength of the Van der Waals interactions between adjacent lipid molecules. Van der Waals
interactions are affected by lipid tail length; long-tailed lipids have a greater area for potential interaction and therefore give rise to
stronger Van der Waals interactions and decreased lipid mobility. Consequently, the T, is increased and the lipid shifts away from
the fluid phase and toward the gel phase.® Van der Waals interactions also contribute to the degree of saturation of the membrane.
Unsaturated lipids (lipids containing double bonds in the tails) disrupt membrane packing and render the membrane more
hydrophilic.

At physiological temperatures, bilayer membranes are usually in fluid phase. The relative fluidity of individual lipid molecules, and
subsequently the lipid membrane, is dependent on temperature. At a certain temperature (Tm), the lipid will undergo phase
transition from the gel to the fluid phase. In fluid phase, lipid molecules undergo rapid diffusion and move freely within the two
dimensional plane occupied by the membrane. Hence, they may easily traverse long distance within the plane over given periods of
time. Even so, there exist constraints on lipid motion due to pressure from bulk lipids at different areas of the bilayer.

The gel phase, in contrast, is characterized by rigidity and limited mobility. Unlike in the fluid phase, lipids in the gel phase do not
exchange positions with one another or “flip flop”. Because of this, gel phase bilayers are unable to patch small holes made in the
membrane.
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I1.b. Cholesterol

The addition of cholesterol to a fluid phase bilayer decreases the bilayer’s permeability to water and coagulates the bilayer,
disrupting local packing and increasing bilayer rigidity. This is due to cholesterol intercalating between alkane tails of lipid
molecules. As it occupies the free space, it decreases the flexibility and elasticity of surrounding lipid chains. Consequently, the
lateral diffusion coefficient effectively decreases. Possibly, cholesterol mediates the solubilization of the bilayer until the entire
surface comprises of a fluid phase with high cholesterol content.* However, in conditions below melting temperatures, addition of
cholesterol to phosphatidylcholine membranes results in greater membrane fluidity.

II.c. Ion Concentration and pH

The “Gouy-Chapman theory” predicts a decrease of transition temperature with increasing charge density.” An old study found that
divalent cations such as Mg2+ and Ca2+ increase 7}, via charge neutralization while monovalient cations such as Li+, Na+, and
K+, decrease T}, or spontaneously fluidize the bilayer at certain temperatures.” The pH changes required to change the T}, were
minimal, i.e. a change from pH 7 to pH 9 was adequate to decrease T},, by 20°C.”

lll. Methods of Study

Gel and fluid phases of bilayers may be differentiated via electron microscopy, X-ray diffraction, and magnetic resonance
spectroscopy. In addition, epi-fluorescence microscopy of lipid systems utilizes fluorescent probes to differentiate between gel and
fluid phase. The efficacy of this technique is optimized with supplementation with photo-bleaching recovery experiments.

Structural information of the fluid phase is difficult to acquire, notably for liquid-disordered phases. Crystallography is an
inadequate method as the diffraction signals caused by the fluid phase result from liquid crystals rather than solid. This makes it
difficult to form an accurate image of the bilayer phase. Fully hydrated fluid phase bilayers have inherent fluctuating and unstable
stacking properties. Partially hydrated fluid phases are composed of nonlinear structures induced by bilayer forces as the structures
shift closer, rendering data obtainment difficult. A possible option is to use unilamellar vesicles rather than liquid crystalline arrays.
With this method, scattering data obtained from X-rays may be used for analysis.

There are three general scales at which lipid bilayer structure is measured:?

1. Short range diffusion over distances roughly the length of the diameters of two lipid molecules. Methods such as quasi-elastic
neutron scattering and small angle neutron usage are utilized. Because the measurement is taken over short time periods (<
1019 seconds), the actual distance traveled by lipid particles is no more than the vibration or movement of the particle in its
immediate environment (see Figure 3.3.3).

2. Intermediate range diffusion over distances of several lipid diameters.

3. Long range diffusion over several micrometers using methods such as fluorescence recovery after photo-bleaching (FRAP) and
magnetic resonance techniques. These techniques measure sum translational diffusion and "effective displacement" over large
ranges (Figure 3.3.3).

Figure 3.3.3. Displacement possibilities of a specific lipid molecule within the free volume model. The lipid molecule moves to

occupy the free volume, whereupon it can either move back to its original location or another lipid molecule can move to occupy it,

and so forth. “Effective displacement” occurs only in the latter.?
Bilayers can be visualized using fluorescence microscopy. In fluorescence microscopy, a sample is excited using one wavelength of
light and emitted in another wavelength. Thus, fluorescent molecules, which have matching excitation and emission properties, are
the only molecules that can be visualized.

Electron microscopy is another method to visualize bilayers. In contrast with fluorescence microscopy, electron microscopy
delivers a higher resolution image because concentrated electrons are used in place of a wavelength of light. Since electrons have
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much shorter wavelengths compared with light photons, a greater resolution may be achieved. This is conducive to studying the
structure of very small samples.

The issue with utilization of different techniques is that they may be sensitive to different facets of bilayer thickness. Neutron
scattering senses the high contrast between protonated lipid and deuterated water molecules; the technique uses this contrast to
define overall bilayer thickness (D8), known as “Luzzati thickness”3. In contrast, the thickness calculated by X-ray scattering is the
distance measured between the peaks in the electron density profile, which corresponds to the distance between the lipid
headgroups (Dyp).

Although neither neutron scattering or X-ray scattering on its own can be used to accurately depict bilayer structure, a scattering
density profile (SDP) model combines X-ray and neutron scattering data to sum up the area “A” per lipid along the bilayer surface.
Subsequently, bilayer thickness is compared to A via volume comparisons.? Depending on hydration status of the membrane, water
molecules may also intercalate into the headgroup region and influence thickness calculation.

Furthermore, “lipid bilayer thickness” is a relatively loose term that may be described in various ways. In literature, hydrophobic
thickness (DC) may be used in circumstances wherein a membrane protein is affected by hydrophobic mismatch, in which case the
bilayer thickness is defined as the hydrocarbon acyl chains and neglects the presence of water. However, as aforementioned, water
molecules may be present in the headgroups, so the thickness (DH) may instead be somewhat arbitrarily taken from headgroup
conformation and steric thickness.>
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3.4: The Gel Phase

The lipid bilayer is a thermodynamic system that transitions from the relatively disordered liquid phase to the relatively ordered gel
or solid-phase when enough heat is removed from the system [1]. In this page we will detail the gel phase of the lipid bilayer.
Biological plasma membranes express a plethora of unique lipids, sterols, and proteins and exhibit greater complexity than model
lipid bilayer systems. At temperatures above the melting point (Tm) the lipid bilayer exists in the liquid phase while at
temperatures below Tm, the lipid bilayer enters the gel phase. In the gel phase, the lipid bilayer undergoes a fundamental molecular
reorganization characterized by an increase in order, a loss of lateral mobility within a given leaf of the bilayer as well as a change
in acyl chain configuration within a single lipid molecule, and a change in the broad topology of the membrane [1, 2, 3].

Review of lipid bilayer phases and phase transitions

The lipid bilayer is a thermodynamic system that exists in phases. These phases are largely characterized by the relative lateral
mobility of lipids within the bilayer, the molecular conformation of lipids within the bilayer, and the topological structure of the
bilayer. Lipid bilayers exist in either the liquid or gel phase, at a broad range of temperatures. These phases are separated by the
temperature at which the bilayer will undergo the transition from one phase to the other, termed T,. T, is impacted by many
factors e.g. acyl chain length and saturation state, the ionic conditions of the solvent, presence of sterols. At temperatures above
Tm, the lipid bilayer exists in the liquid phase, characterized by a relatively high degree of lateral mobility of individual lipids
within the bilayer. At temperatures below 75, the lipid bilayer exists in the gel or solid phase [1, 2, 3]. The gel phase is described
in detail below.

Liquid phase Gel phase

Fig 1. cartoon depiction of molecular and topological differences
between lipid bilayer liquid phase and gel phase [1]

Molecular characterization of the gel phase

In the gel phase, individual lipids within the lipid bilayer lose lateral mobility, associated with an increase in order. The lipid head
groups become more tightly packed and dehydrated, and the lipid acyl chain tails become fully extended and more tightly packed
with increased van der waals interactions as seen in Figure 3.4.1. During the phase transition from the liquid phase to the gel phase,
the acyl chain tails undergo an isomerization from a gauche conformation to a trans conformation. That is, in the gel phase, the acyl
chains contain relatively few gauche conformations and are in the trans conformation. This change in conformation to mostly trans
is thought to promote the tighter packing arrangements as it removes “kinks” in the acyl chain present in the lipid phase. In the gel
phase, the lipid bilayer also becomes thicker relative to the liquid phase as seen in Figure 3.4.2 [1] . In the gel phase, the lipid
bilayer also increases in stiffness than in the liquid phase. The stiffness of lipid bilayers in the liquid phase is typically ~10\mkgT
(where kp is the Boltzmann constant

Gauche configuration, liquid phase Trans configuration, gel phase
CH, CH,
CH, H H H
Y
H H H H
H CH,

Fig 2. Isomerization of acyl chains from gauche configuration to trans
configuration during transition from liquid phase to gel phase [1]
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multiplied by the temperature) while the stiffness of lipid bilayers in the gel phase are 30-50 kBT [4, 7]. This increase
fundamentally impacts the propensity of the lipid bilayer to curve and bend as well as the inherent fluctuations of the lipid bilayer
[methods in membrane lipids]. As previously mentioned, the length of the lipid acyl chains impacts Tm. As an example, 1,2-
dilauroyl-sn-phosphatidylcholine (DLPC) with an acyl chain length of 12 carbons is in the liquid phase at room temperature while
1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC) with an acyl chain length of 18 carbons is in the gel phase at room temperature
[1]. The structure of gel phase dipalmitoylphosphatidylcholine (DMPC) has also been investigated by x-ray diffractions providing
insight into the topological organization of the gel phase [6]. The structure of gel phase DPPC has also been investigated using
similar methodology [10]. The topological organization of gel phase phosphatidylethanolamine has been studied using neutron
diffraction [11].

Biophysical characterization of the gel phase

At temperatures below Tm, the lipid bilayer undergoes a fundamental reorganization to occupy the lowest free energy state. This
fundamental reorganization is the phase transition from the liquid phase to the gel phase. This is a first order phase transition
characterized by a discontinuous change in density [1]. As an example, a dipalmitoylphosphatidylcholine (DPPC) lipid bilayer
enters the gel phase at temperatures below 15 °C [4].

The transition between phases has been experimentally investigated using techniques such as scanning calorimetry and fourier
transformed infrared (FTIR) spectroscopy. FTIR is a spectroscopic method that measures the vibrational frequency of the ethyl
groups on the acyl tails. As such, in FTIR, lipid bilayers in the gel phase display low vibrational frequency that increases as a
function of temperature [1]. The transition to the gel phase from the liquid phase has been described by the nucleation and growth
theory; in which a critical nucleus is formed that then serves as the initiation event for lateral formation of the gel lipid bilayer. The
formation of the critical nucleus within the liquid lipid bilayer has an associated free energy described by equation 1:

AG = Apn+2~v[ron]1/2 (1)

Where Ay is the chemical potential of gel phase lipids, n is the number of lipids in the critical nucleus, y is the line tension between
the phases, and o is the area per lipid in the gel phase. This nucleation and growth event has been modeled in molecular dynamics
simulations [5, 9].

The gel phase in more complex lipid bilayers

Lipid bilayers composed of different lipid types exhibit more complex behavior than simple lipid bilayers composed of a single
lipid species. The addition of a second lipid species, with a different associated Tm to a bilayer impacts the transition to the gel
phase by changing the Tm of the system. The global behavior of this complex lipid bilayer is largely dependent on the abundance
of each lipid species such that a threshold population of each lipid species is necessary for cooperative phase separation [2]. Phase
separation has been observed in lipid bilayers composed of mixed lipid species and has been modeled in molecular dynamics
simulations as seen in Figure 3.4.3 [1]. Also, phase separation in which one lipid species resides in the liquid phase and the other
lipid species resides in the solid (gel) phase can also occur. A predicted Tm for these mixed lipid bilayers can be calculated
although it is important to note that lipid species with higher Tms have greater enthalpy and thus contribute more to the Tm in a
mixed species bilayer, thus making the predicted Tm deviate from the actual Tm [1].

Fig 3: MDS of phase separation in a bilayer
composed of DSPC (blue) and DPPC (red).
Note the central fluid domain surrounded by the
surrounding gel domain [17].
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While it is generally accepted that biological lipid bilayers do not largely exist in the gel phase, simple phase coexistence in lipid
bilayers has been observed. This organization has been described as liquid-ordered, in which lipid domains with tight packing but
high rates of lateral mobility exist within the larger area of liquid-disordered lipids [1, 2, 3, 12]. However our understanding of the
gel phase provides direct insight into our understanding of these lipid microdomains. It is also clear that phase transition in
biological membranes results in packing defects and results in “leakiness” during the phase transition [1]. Phase separation has
been investigated using atomic force microscopy. These experiments have demonstrated that lipid domains with unique topological
character do exist within lipid bilayers [8].

Concluding Remarks

The lipid bilayer is a thermodynamic system. Like other thermodynamic systems, the lipid bilayer exists in phases. At temperatures
below the Tm of the lipid bilayer, the lipid bilayer enters the gel phase. The gel phase is characterized by a high degree of order,
decreased lateral mobility of lipids within a leaf of the bilayer, tight packing, acyl chain straightening (due to isomerization of the
acyl chains to mostly trans state), and thickening of the bilayer relative to the liquid phase [1, 2, 3].
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3.5: The Ripple Phase

Lipids consist of hydrophilic polar head groups attached to hydrocarbon chains and arrange themselves in bilayers to make
biological membrane structures. At lower temperatures, the bilayer is in a Lg 'gel’ phase and there is a transition to 'fluid’ phase, Lq
, at higher temperatures due to an increase in mobility of individual lipids in the bilayer. A smectic ripple phase Pgis observed in
hydrated lipid bilayers between the Lg and L, phase. This phase is characterized by corrugations of the membrane surface with
well-defined periodicity with an axis parallel to the mean bilayer plane [1]. The molecular origin of ripple-phase formation is
traditionally been associated with the lipid headgroup region and hence lipids can be classified into ripple-forming and non-ripple

forming lipids based on their headgroups. One of the lipid families belonging to ripple-forming class is phosphatidylcholines and
has been studied in extensive detail [1].
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Scheme above shows different physical states adopted by a lipid bilayer in aqueous medium [2]

Thermodynamics and Existence

The existence of the ripple phase at first sight is paradoxical on thermodynamic grounds since it involves an apparent lowering of
symmetry (from Lg to Pg ) on increasing the temperature. Some models suggest that ripples exist because of periodic local
spontaneous curvature in the lipid bilayers formed due to electrostatic coupling between water molecules and the polar headgroups
or coupling between membrane curvature and molecular tilt. It has also been speculated that ripples form to relieve packing
frustrations that arise whenever the relationship between head-group cross sectional area and cross-sectional area of the apolar tails
exceeds a certain threshold [1]. However, there is not one conclusive theory to explain ripple phase formation.

Phase Diagram Depicting Ripple Phase
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Experimental phase diagram for (1,2-dimyristoyl-sn-glycero-3-phosphocholine) DMPC, plotted as a function of temperature
and hydration. Solid lines indicate first order transitions. Arrows indicate directions of increasing tilt in the Lg phase. The
rightmost schematic shows, from top to bottom, the forms of the phases Lo, Pg and Lg: [3]
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Types of Ripple Structures

Two different co-existing ripple phases have been reported, one is asymmetric, having a sawtooth profile with alternating thin and
thick arms and a periodicity of 13-15 nms and the other one is symmetric and has a wavy sinusoidal structure with twice the
periodicity of the asymmetric structure [4]. In phosphatidylcholine bilayers, asymmetric ripple phase formed is more stable which
forms at the pretransition temperature upon heating from the gel phase. The metastable ripple phase is formed at the main phase
transition upon cooling from the fluid phase and has approximately double the ripple repeat distance as compared to the stable
phase [1].

Figure above shows the model of asymmetric (upper) and symmetric (lower) ripple phase with 720 lipids molecules in a bilayer

[4].

Experiments to Understand Ripple Phases

Freeze-fracture electron microscopy (FFEM) has been utilized to understand the structure of ripple phases. Freeze-fracture
preparation rapidly freezes the lipid bilayer suspension at certain temperature (cryofixation) which is then fractured. The cold
fractured surface is then shadowed with evaporated platinum or gold at an average angle of 45° in a high vacuum evaporator. A
second coat of carbon, evaporated perpendicular to the average surface plane is often performed to improve stability of the replica
coating. The specimen is returned to room temperature and pressure, then the extremely fragile "pre-shadowed" metal replica of the
fracture surface is released from the underlying biological material by careful chemical digestion. The still-floating replica is
thoroughly cleaned from all the chemical residues, dried and then viewed in the TEM (Transmission electron microscopy) [6]. T he
results obtained through FFES show periodic linear arrays of ripples which change direction by characteristic angles of 60 or 120
degrees reflecting the hexagonal packing in the lipids [1].

Atomic Force Microscopy (AFM) allows for direct visualization of the ripple phase in supported hydrated bilayers and dynamics of
formation and disappearance of ripple phases can be studied at pretransition temperatures [1]. Some examples of AFM images
depicting Ripple phase are shown below from Kaasgaard et al [1]. In the image descriptions, /A/2 represents the asymmetric phase
and A shows the symmetric phase because of twice the periodicity of metastable phase than the stable phase. A phase with
periodicity 2\ has also been observed.

FIGURE 1 (A) Height mode AFM image showing
¥ different ripple phases in a DPPC-supported double bilayer
at 37°C. (B) Deflection mode image of the same bilayer
region. Three different ripple types are observed. The
ripple types are denoted A/2-, A-, and 2A-ripples in the
deflection mode image.
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FIGURE 5 Height mode (A) and deflection mode (8)
images of the interfacial region between a Af2-ripple
domain and several A-ripple domains in a 7:3 DMPC-
DSPC lipid bilayer at 26.0°C. The Af2-ripple domain
emerged from within a region of A-ripples by an
interconversion of A-ripples o Af2-ripples. The A/2-
ripple domain is visible as the darker region on the left in
the height mode image (A) and as the short-wavelength
ripples on the left in the deflection mede image (B).
Whereas the A/2-ripples were all oriented in the same
direction, the A-ripples were present as a number of
different regions that each had their own ripple direction.
The different ripple regions and directions have been
outlined in B. The rounded structures that are also seen,
and are particularly visible in the Af2-ripple domain,
correspond to domains in the first bilayer in close contact
with the mica support.
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Low Angle and Wide Angle X-ray scattering have also been utilized to understand the ripple phase behavior by mapping
electron density as shown above [5].

Future Research

Although many theories, simulations and experiments have been conducted on Ripple phase, the exact parameters affecting its
formation are still unknown for different systems. It is still not known how the hydrocarbon chains are oriented in the bilayer in Pg
phase [8]. The existence of ripple phase still remains enigmatic and determining the detailed molecular structure would seem to be
prerequisite to understanding the interactions that are responsible for its formation [7].
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3.6: Rafts

The traditional fluid mosaic model of biological membranes stated that lipids are homogeneously mixed. However, biological
membranes are actually composed of a complex mixture of lipid domains that exist in different degrees of order, ranging from the
high order gel phase to low order liquid phase. Lipid “rafts” are membrane microdomains composed of higher order lipids that
have tight interaction with each other relative to the “sea” of liquid phase lipids known as bulk lipids. These rafts have been
estimated to be 10-200 nm in size. Small rafts can merge to form large rafts through protein-protein and protein-lipid interactions.
The rafts are important because certain membrane proteins preferentially localize to these domains and biological processes such as
signal transduction occur there as a result. Proteins are often targeted to rafts by palmitoylation and myristoylation, which are
covalent attachments of fatty acids. Glycosylphosphatidylinositol (GPI)-anchors also localize proteins to rafts.

Structure and Formation

Rafts exist as planar domains or invaginated structures known as caveolae!. Caveole type rafts contain the cholesterol binding
protein cavin, which are located in the inner membrane leaflet and are needed for membrane invagination. Cavins are peripheral
membrane proteins that bind to caveolar phosphatidylserines. Caveolin is another caveolar protein that is involved in signaling
processes. Caveolin contains three palmitoylated cysteines and a cholesterol binding sequence (VIKYWFYR) that facilitate
localization to rafts.

N
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o

Figure 3.6.1: Lipid raft organization, region (1) is standard lipid bilayer, while region (2) is a lipid raft. (Public Domain; Artur Jan
Fijatkowski.)
Lipid rafts are also found in the endomembrane system in addition to the plasma membrane!. Sphingolipids and cholesterol are
synthesized in the ER. They are then trafficked to the Golgi, where they associate to form rafts. Raft containing vesicles are then
sent to the plasma membrane through the trans Golgi network, which is involved in raft recycling as well. Rafts also participate in
sorting and membrane targeting of lipids in the trans Golgi network.

Lipid Composition and Biophysical Properties

Rafts are composed of sphingolipids such as sphingomyelin, cholesterol, and phospholipids.? Sphingomyelin is composed of a
sphingosine, a fatty acid and a phosphocholine head group. Sphingomyelin has a high T;,, that makes rafts resistant to detergent at
low temperatures. Rafts are often therefore referred to as detergent resistant membranes (DRMs).

Phospholipids Cholesterol Sphingolipids
Sy H H H
o HyG — (CHjyy ~C=C—C—C —CH—O—R
R—C—0— CH, HO  NH
R—C—0— CH o R
HO
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R, A", Hydrocarbon chains of fatty acids
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Figure 3.6.1: Raft component structures. Reprinted by permission of Macmillan Publishers Ltd: Nature Reviews?, copyright 2000.

Phase separation caused by higher order rafts and lower order bulk lipids is the driving force for raft formation. Raft associated
lipids are more saturated than bulk lipids and therefore are more tightly packed. Cholesterol preferentially localizes to rafts because
it has a rigid structure that prefers the higher order state of the raft. The hydroxyl group in cholesterol interacts with the sphingosine
amide, which contributes to the higher ordering. In fact, the DRM rafts disappear if cholesterol is extracted from the membrane.

Another driving force for raft formation is phase separation caused by differential hydrophobic acyl chain length in raft associated
and non-associated lipids. The acyl chains of shpingomyelin are longer than that of typical phospholipids found in the bulk lipid of
biological membranes. A homogenous mixure of long and short chain lipids would result in higher exposure of the hydrophobic
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region of the long chain lipids to the surrounding water than if phase separation were to occur. Therefore, phase separation of long
and short chain lipids decreases the free energy of the membrane. The inner and outer leaflet of the raft may be held together by
interdigitation of the long chain acyl chains and/or integral protein-lipid interactions. Hydrophobic mismatch, or the difference
between protein hydrophobic transmembrane domain lengths and hydrophobic membrane widths, can cause proteins to associate or
not associate with rafts. Hydrophobic mismatch can also effect protein conformation and therefore protein activity.

Discovery and Evidence

The Singer and Nicolson fluid mosaic model of biological membranes was proposed in 1972. By the early 1980s it became clear
that membranes lipids preferentially segregated into different phases under physiological conditions and therefore existed as a
heterogeneous mixture in membranes3. Rafts were first discovered in the 1990s when a significant fraction of membrane remained
resistant to Triton X-100 detergent at 4°C*. However, there was still a question of whether the DRM was an artifact of the cold
treatment. To answer this question, resonance energy transfer (RET) was measured in cells expressing two types of membrane
associated fluorescent folate analogs, GPI anchored folate receptors and transmembrane anchored folate receptors®. The GPI
anchored probe was predicted to localize to the DRM domains, while the transmembrane anchored probe was not. The GPI
anchored probe’s RET did not increase with increased density of the probe, suggesting that the probes were non-randomly clustered
at a spatial distribution below the resolution of the microscope. The transmembrane anchored probe’s RET increased linearly with
increased density, suggesting that they were randomly distributed throughout the membrane. Also, when cholesterol was extracted
from the membrane, the GPI anchored probes were found to be randomly distributed. This data suggests that the DRM rafts are in
fact real.

Another key piece of evidence for the existence of rafts came from membrane protein cross-linking experiments®. Membrane
proteins were cross-linked by aggregating a certain protein with an antibody and cross-linking nearby proteins with aldehyde
fixatives. Membrane proteins associated with the DRM rafts were colocalized, while proteins not associated with the DRM rafts
did not colocalize with raft proteins. The close proximity of raft-associated proteins suggests that the DRM rafts are real membrane
microdomains.

Signal Transduction

Many proteins involved in signal transduction have been found to colocalize with the raft microdomains. Rafts can be important for
signal transduction because they provide a microenvironment where specific signal responses can occur upon ligand binding to the
receptor. There are two models for raft mediated signal transduction’. One model is that ligand bound receptors migrate to rafts
where the downstream signal transduction occurs. The other model is that ligand binding causes several rafts with different
signaling components to merge and produce the downstream signal response. A combination of the two models where receptor
migration to a raft causes different rafts to merge is also possible.

A Model 1
a Activation in a raft b Aitered partitioning
Dimerization l Dimerization i
Antibodies, Antibodies,
ligands - B s
a2 - igand
Signaling Signaling
B Model 2

Clustering of rafts triggers signalling

C Clustering agent
)

Extraceliular
(antibockes, kgands)

® =
[cytoskedetal slements,
6/ adaptors, scaflolds)
Figure 3.6.2: Models for raft mediated signal transduction involving single rafts (A) and multiple rafts (B). Reprinted by
permission of Macmillan Publishers Ltd: Nature Reviews?, copyright 2000.
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The first discovered example of raft associated signal transduction was the tyrosine kinase signal transduction of immunoglobulin
E (IgE) signaling in the allergic immune response?. In this case, IgE binds to the FceRI receptor, then oligomeric antigens bind IgE,
thereby crosslinking receptor complexes. The crosslinked receptor complexes are recruited to rafts where Lyn, a tyrosine kinase,
phosphorylates the receptor complex, which starts the phosphorylation signaling cascade. Rafts have also been shown to be
involved in other types of signal transduction such as G-protein coupled signal transduction?.

A new and exciting aspect of the lipid raft mediated signal transduction is the interaction of rafts with the cytoskeleton. Actin binds
to caveolins in caveoles and tetraspanins in planar rafts. Through this interaction with the cytoskeleton, rafts have been shown to be
involved in cellular polarity, cell migration, neuronal signaling, neuronal membrane repair, and T-cell activation!.

Viral Interactions

Another major role for lipid rafts is in entry and shedding of certain viruses’. Both envelope lacking and enveloped viruses can
depend on lipid rafts for cell entry. The mechanism of attachment and entry can depend on lipid-lipid, lipid-protein, and protein-
protein interactions. Many viral proteins have been shown to interact with cholesterol and sphingolipids in the rafts. Caveoles can
also be involved in endocytosis of certain viruses.

When certain viruses are released from the host cell, they bud off and their membrane is formed from the host cell plasma
membrane. The similarity of certain viral and raft lipid composition indicates that these raft-dependent viruses bud off at raft sites.
Since a single raft is not large enough to form a full viral membrane, multiple lipid rafts are likely recruited before virus budding.
HIV is an example of a virus that has raft like lipid composition’. HIV Gag proteins have positively charged residues and a
myristate group that targets it to phophatidylinositol (PI(4,5)P2) in the plasma membrane inner leaflet. Gag aggregation in the
plasma membrane creates a saturated lipid environment that recruits raft microdomains. HIV budding then proceeds at the raft
microdomain.

A study on the flu virus has shown that removing cholesterol from the host membrane increases viral budding, but produces viruses
with very low infectivity®. This suggests that rafts are more important for cell entry than for viral shedding.

Prevalence of Lipid Rafts

Rafts have historically been studied in animal membranes, but plant membrane rafts have more recently been studied as well.
Plants do not contain cholesterol, but other sterols contribute to plant lipid rafts. As with animal rafts, plant rafts also mediate signal
transduction events. One well studied case is Pathogen-Associated Molecular Patterns (PAMPs)-induced signaling events®.
Another recent study has revealed an association of lipid rafts to plasmadesmata, which are direct cytosolic connections between
plant cells'®. The full implications of this finding are yet to be elucidated. Rafts have also been described in other eukaryotes such
as fungi'l.

Rafts may not be exclusive to eukaryotes. Recent work in Bacillus subtilus has shown differential protein localization in DRMs!2,
Some of these proteins have homology to eukaryotic raft associated proteins and many are involved in bacterial signaling and
transport processes.

X Non-Raft Microdomains

Other microdomains that are not cholesterol-associated rafts also exist in biological membranes. These microdomains are
sometimes called “non-raft” domains, a term which was coined at the 2006 Keystone Symposium of Lipid Rafts and Cell
Function'®. These non-raft domains are likely quite diverse in composition and function, but have not been well characterized.
Many non-raft microdomains are made up of poly-unsaturated lipids, which exclude cholesterol. Some membrane proteins are
thought to have differential activity when localized to raft or non-raft microdomains.'#
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3.7: Lipid Phase Coexistence

Lipid phase coexistence occurs when a membrane is composed of a heterogeneous mix of lipid physical states organized into
lateral domains that can range from gel (solid phase) to liquid disordered and to liquid ordered phases.

Lipid phase differences within the plane of the membrane give rise to heterogeneity in the overall function and structure of the
membrane. The structural heterogeneity is caused by the presence of multiple types of lipids with varying physical properties such
as: saturation state, presence of double bonds, length of the hydrophobic acyl chains as well as, some suggest, the size of the head
group. Phase coexistence is characterized by diverse lipid types and their interactions between each other within the same
membrane. Generally, any physical component of the lipid which leads to less or more packing affinity between other lipids will
affect the phase state at certain environmental conditions. Phase coexistence is caused by heterogeneity of lipid phases in the same
environmental conditions.

Multiple Lipid Phases

The ordered state of lipids can be thought of generally as the "packedness" of the lipids which is specifically determined by the
orientation of the hydrophobic acyl tails--straight and extended (ordered) or free to bend and relatively unpacked (disordered).
There are liquid ordered and liquid disordered phases in which the acyl tails are more or less ordered together in a uniform
arrangement, respectively. Lipids of different physical properties will exist in various phases (gel or liquid) simultaneously even in
the same temperature.

Gel phase lipids and liquid phase lipids coexist in the plane of the membrane as distinct lateral domains. This frequently occurs
when low melting point lipids mix with high melting point lipids--in which case the low melting point (low Tm) lipids will
preferentially remain in the liquid phase at a set of temperatures where the high melting point lipids would be in the gel phase. The
physical structure of these gel phase lipids alters the overall membrane structure by changing the height of the membrane over
those domains and causing tension along the boundary between the different domains.

The physical property differences between ordered and disordered lipids also alter the propensity of the membrane to curve or flex
in certain directions. This curvature between liquid and gel phase domains give rise to tension within the lipid layers--which can be
seen in electron microscopy images as tilting of the lipids in response to the tension induced by the physical differences of the lipid
phase domains. Furthermore, membrane flexability and curvature is important for proper membrane function which involves
vesicular budding, membrane tubulation, and other cellular trafficking processes.

Methods of Observation

Various methods of detecting lipid phase coexistence in membranes and testing related hypotheses are used including utilizing
unique fluorescent probes with phase sensitive spectra, measuring the infrared spectra of lipids in a membrane, and examining the
surface of the membrane. While these methods are somewhat diverse--from observing the topology to using fluorophores and
infrared light excitation and emission to detect lipid heterogeneity--each is very useful in elucidating the nature and organization of
lipid phase coexistence in membranes.

o Fourier Transform Infrared Spectroscopy (FTIR): A common technique in detecting phase differences in membranes is by
shining infrared light on the sample and measuring the spectroscopic properties of the sample following excitation with various
wavelengths. Differences in the spectra equate to differences in membrane composition or, more specifically, different lipid
phases. FTIR has a wide variety of uses but is particularly useful in membrane and lipid studies due to its ability to capture
spectra for nonhomogenous lipid samples at a very high resolution.

e Atomic Force Microscopy (AFM): Phase coexistence of lipid membranes can be readily observed in real time, as the lipids
undergo phase transitions, using AFM while adjusting the temperature to induce phase changes. Generally, by using a probe
attached to the end of a lever (upon which laser is directed) to scan over the top of a sample, the lever will move up and down
according to the topology of the sample surface, causing the laser deflection to change--which can then be interpreted as the
sample surface. Since lipids in different phases exhibit different height characteristics when the tails straighten or are relaxed
AFM allows you to visualize those height differences by scanning topology of the membrane surface.

¢ Laurdan (6-dodecanoyl-2-dimethylaminonaphthalene): Laurdan is a fluorescent molecular dye that inserts into the
membrane bilayer at the boundary between the hydrophobic and hydrophilic portions of the lipids. The usefulness of this
molecule is the wide emission spectra shift it undergoes upon entering different polar environments. As the lipids surrounding
the Laurdan molecule change phase and become either less or more ordered in response to stimuli (temperature for example)
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the polarity environment also shifts. Laurdan molecules are sensitive to this polarity change in the membrane in that the
emission wavelength shifts significantly. This emission difference, modulated by the lipid phase environment, allows
researchers to easily distinguish between lipids at different phases and following transitions. Laurdan dye can be used to study
phase coexistence in that it pinpoints areas of differing phases in the membrane.

Biological significance

Heterogeneity at the lipid phase level is important for proper membrane function in cells, especially given the diverse range of
functions and structures in which the membrane is involved. Most notably, lipid phase differences within the bilayer membrane
allow for (and even encourage) a wide variety of shape changes that are necessary for fundamental cellular processes such as
vesicular trafficking (through the production of vesicles) as well as cell signaling and membrane associated-protein function.

Membrane curvature

While proteins are known to mediate membrane curvature, lipid composition and the phase state also plays a role in curvature and
bending of the bilayer into the diverse array of membrane shapes we see in the cell. Specifically, lipids of different phase can
encourage membrane curvature at the boundary between the two phases. Gel and liquid phase lipid domains, for example, creates
line tension along the border of the phase domains. The difference in the bending properties between the two lipids at different
phases encourages out-of-plane bending of the membrane, which could then lead to vesicle budding or fission. By changing the
temperature you can alter the lipid phases and therefore the membrane curvature as it shifts due to the different physical
organization of the lipids.

Intracellular trafficking

Membrane curvature is fundamental to cellular processes like endomembrane trafficking (e..g, endocytosis) in which vesicles bud
and fuse to various membranes like the plasma membrane, the Golgi apparatus stacks, endoplasmic reticulum tubules, and
numerous other organelles. Therefore, lipid phase coexistence and membrane heterogeneity is important in maintaining lipid and
membrane composition between the organelles/subcellular locations (by encouraging membrane budding and therefore membrane
recycling/flow throughout the cell) but also plays a role in trafficking of physiologically important material in the cell.

Phase coexistence and membrane proteins

Lipid phase coexistence could also affect membrane associated-protein function by altering the structure and mechanical properties
of the membrane in which the protein is embedded. Also, some proteins preferentially reside in one phase over others; alpha-helix
proteins are more commonly found in liquid phase lipid domains. Conversely, membrane proteins can influence the phase state of
the surrounding lipids by altering the local organization of lipids in the bilayer and the interactions between lipid chains.

Summary

Model membranes are often composed of homogenous lipids in order to maintain uniformity in experiments. However, in reality
membranes can be quite heterogeneous in their lipid composition and the phase state of those lipids. These lipids are organized into
lateral domains in the membrane and contribute to many fundamental processes within the cell such as endocytosis and secretion.
The mechanical membrane properties dictated by lipid phase is modulated by the coexistence of different lipid types and phases
under various conditions. Membrane shape and curvature is also directly affected by the phase of the lipids of which it is made.
Further work is focused on deciphering the details of lipid phase coexistence and its relation to biological processes.
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CHAPTER OVERVIEW

4: Membrane-Protein Interactions

Membrane proteins are common proteins that are part of, or interact with, biological membranes. Membrane proteins fall into
several broad categories depending on their location. Integral membrane proteins are a permanent part of a cell membrane and can
either penetrate the membrane (transmembrane) or associate with one or the other side of a membrane (integral monotopic).
Peripheral membrane proteins are transiently associated with the cell membrane. Membrane proteins are often medically important
—about a third of all human proteins are membrane proteins, and these are targets for more than half of all drugs. Nonetheless,
compared to other classes of proteins, determining membrane protein structures remains a challenge in large part due to the
difficulty in establishing experimental conditions that can preserve the correct conformation of the protein in isolation from its
native environment.

4.1: Membrane Permeability

4.2: Insertion of Membrane Proteins into Lipid Membranes

4.3: Protein-lipid Interactions

4.4: Physical Lipid Protein Interactions

4.5: Nanoparticle Spontaneous Penetration and Assembly in and Through Membranes

4.6: Non-Membrane Lipid Assemblies (Micelles)
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4.1: Membrane Permeability

Cells are the main units of organization in biology. All cells are contained by a cell membrane (biomembrane) selectively open to
some chemicals and ions but acts as a barrier to undesired components [1]. To put it another way, biomembranes are enclosing
membranes which function as selectively permeable barriers to chemicals and ions. It should be noted though that the title
biomembrane may denote a wide range of definitions; especially, cellular membranes should not be confused with isolating tissues
formed by layers of cells (e.g., mucous membranes). Here the focus would be on biological membranes in the form of cell
membranes, often consist of a phospholipid bilayer with embedded, integral, and/or peripheral proteins responsible for
communication and transportation of chemicals and ions.

Selectivity of Biomembranes

When a membrane separates two aqueous compartments, some chemicals can move across the membrane while others cannot. This
behavior can be seen with pure synthetic phospholipid membranes, which are practically biomembranes with no protein.
Membrane proteins play a crucial role as transporters in expediting the ions and chemical transfers across the cell membranes.
Based on the transport mechanism and permeability, solutes can be divided into three main groups as follows [2]:

1. Small lipophilic (lipid soluble) molecules that transfer through the membrane by the sole diffusion.
2. Molecules that cross the membrane with the aid of protein channels.
3. Very large molecules that do not cross the membrane at all.

Schematic cartoon given by Figure 4.1.1 can clearly illustrate the selective permeability of biomembranes for different solutes. A
few lipophilic substances move freely across the cell membrane by passive diffusion. Lipophilicity is a measure for the tendency of
a compound to partition into nonpolar (organic) solvent (versus aqueous solvent). Most small molecules/ions need the assistance of
specific protein channels to transport them through the cell membrane. These inside-out protein channels are called transporters.
Finally, the very large molecules do not cross the membrane, except in certain special cases.

Extracellular fluid

Figure 4.1.1: Selective permeability of biomembranes [2]

Generally speaking, two different classes of membrane transports can be considered [3]:

o Rapid, stereo-selective protein-mediated transport
¢ Slow, non-specific diffusion of molecules across cell membrane

It is worth noting that the mediated transport can be used in drug delivery and defects in transport are the causes of many diseases.

Small Lipophilic Molecules (Passive Diffusion)

Certain substances easily pass through the membrane by passive diffusion. Examples of chemicals that passively diffuse across the
cell membranes are gases, like O, and CO,, and small relatively hydrophobic molecules, such as fatty acids and alcohols.
Logarithm of octanol/water partition coefficient of the solute (K,4,) can be a measure of lipophilicity (higher the log(Ky.y), higher
the lipophilicity of the solute will be). However, larger lipophilicity values should not be always interpreted as better passive
diffusion. The underlying reason is that there are two counter-effect parameters: besides being lipid-soluble (to cross the
membrane), the solute should also possess enough water solubility to dissolve in the body fluids. Usually, a compound with
log(Komw) > 5 is too hydrophobic to passively diffuse through the biological membranes.

In contrast to small lipophilic molecules, in absence of protein channels, it is difficult for water to pass through the pure
phospholipid membranes via diffusion. Moreover, almost all polar and charged molecules such as sugars, amino acids, and ions
completely fail to cross the pure phospholipid membranes.

Polar and Charged Molecules (Protein-Mediated Transfer)

Biological membranes are permeable not only to gases and small lipophilic molecules (by passive diffusion processes), but also to
many polar and charged molecules, including water, but through a different path. There are many different proteins located in
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biomembranes with the main function of effectively transporting certain solutes across the membrane. According to their functions,
there are two main groups of transport proteins: channel proteins and carrier proteins. Channel proteins promote the transfer of
water molecules and certain ions by forming hydrophilic pores, while carrier proteins bind to specific solutes and carry them across
the membrane [2]. All in all, whether it is of channel or carrier type, protein functions as an enzyme expediting the transfer of polar
and charged molecules. All channel proteins and some carrier proteins facilitate the transfer of chemical/ions downhill respected to
the concentration gradient, a process known as facilitated diffusion. Facilitated diffusion requires no energy input, in contrast to
active transport processes (solute transport against the concentration gradient) that require an external source energy [2].

Large Molecules (Membrane Barriers)

Very large molecules like proteins, polysaccharides or nucleic acids, do not diffuse across the cell membranes at all. They can pass
through the membrane only when broken down into their component monomers (e.g., amino acids, sugars, or nucleotides).

Passive and Active Transport

Most biologically important solutes require protein carriers to cross cell membranes, by a process of either passive or active
transport. Active transport requires the cell to expend energy to move the materials, while passive transport can be done without
using cellular energy [4]. To put it another way, active transport uses energy to move a solute "uphill" against its gradient, whereas
in facilitated diffusion, a solute moves down its concentration gradient and no energy input is required.

Therefore, to summarize, transport of solutes across cell membranes by protein carriers can occur in one of two ways [2]:

o Downhill movement of solutes from regions of higher to lower concentration level, with the assistance of the protein carrier to
pass through the membrane. This process is called passive transport or facilitated diffusion, and does not require energy.

o Uphill movement of solute against the concentration gradient driving force (from regions of lower to higher concentration).
Based on the chemical driving force, this process is unfavorable and requires some form of chemical energy to occur (active
transport).

The type of transport process, facilitated/active transport, a biological cell employs is strictly dependent on its specific needs and
concentration level of chemical/ions. For example, red blood cells use facilitated diffusion to transfer glucose across membranes,
whereas intestinal epithelial cells rely on active transport to take in glucose from the gut [2]. Facilitated diffusion is effective for
red blood cells primarily because the glucose concentration in the blood is stable and higher than the cellular level. In contrast,
active transport is needed for the gut since there are large fluctuations of glucose level as a result of eating.

Figure 4.1.2 encapsulates different transfer mechanisms discussed so far. Please note that the concentration gradient driving force
is assumed downward in this schematic diagram.
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Figure 4.1.2 - Passive and active transports [3]

Facilitated Diffusion

In principle, there are two types of facilitated diffusion carriers as follows:

1. Water molecules or certain ions can be transported by channel proteins. By forming a protein-lined pathway across the
membrane, proteins can appreciably speed up the transfer rate of such solutes. It should be noted though that each type of
channel protein is very selective to a specific ion/chemical. For example, some channels allow only K* ions to pass whereas
they act like a barrier to other ions. Moreover, many of these channels are gated. To simply explain the issue, consider that the
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pathways are closed and unavailable for transport unless specific signals are given. One of the most vital functions of gated
channels is in regulating nerve conduction in animals [2].

2. Organic molecules, like sugars and amino acids, can be transferred across the membrane via uniporters which carry molecules
along the concentration gradient. Almost all tissues in any living being have a variety of uniporters for transfer of glucose and
amino acids into their cells.

o2
Figure 4.1.3 - Different Types of facilitated diffusion carrier [2]

Active Transport

Active transporters make an endergonic reaction (K < 1) more exergonic (K > 1) by coupling the first reaction to a second
highly exergonic reaction (e.g., ATP-hyrolysis) through common intermediates to change the direction of transport (e.g., Na export
from low to high concentration) [3]. To be more precise, when a transfer is not electrochemically favorable, another source of
energy (which can come from another reaction) is required to force the transfer. These can be accomplished by a direct result of
ATP hydrolysis (ATP pump) or by coupling the movement of one substance with that of another (symport or antiport) [2]. Active
transport may use energy to transport solutes into or out of the cell, but always in opposite direction of the electrochemical driving
force.

As mentioned before, biomembranes separate the intracellular and extracellular environments that are different in many aspects
such as concentration levels of ions and chemicals. For example, in human tissues, all cells have a higher concentration level of
sodium ion outside the cell than inside, while the exact opposite condition is maintained for the potassium ion (Cinsige > Coutside)-
Regarding charged solutes and ions, besides the concentration gradient, the electrical voltage can come to play too; there is an
electrical driving force for cations and anions to move along and opposite the electric field, respectively.

Like pushing an object uphill against the gravitational field, moving a molecule against its favorable electrochemical driving force
requires energy. In this respect, biological cells have evolved active protein transporters that can transfer ions and charged
molecules in an electrochemically unfavorable direction.

In theory, active transport can be explained by a simple fact: Standard Free Energy Changes are Additive. Consider two reactions:

A < B AGY = Ao CAGY

— o [}
B C AG? total — lﬂlGL + AGZ

This rule can show how an endergonic reaction (Keq < 1) can shift to the RHS (producing more product) by being coupled to
another highly exergonic reaction (Keq >> 1) through a common intermediate [3]. To clarify the issue let us consider the active
transport of the sodium ion as follows:

e Reaction 1: Ion Transport

The ion transport equation can be written as

C
AG:RTInEO—kzFV (4.1.1)
i
which for Na* gives the Gibbs free energy of 2.98 kcal/mol, or equivalently, an equilibrium constant of 0.0065. In this equation, R
is the universal gas constant (1.987 cal/(mol.K)), T is absolute temperature (K), F is the Faraday's constant (23060 cal/(volt.mol))
and z is the the valence (charge number) of the ion. Moreover, subscripts i and o denote the inside and outside of the cell.

e Reaction 2: ATP Hydrolysis

As mentioned before, the required excess energy for active transport can come from ATP hydrolysis. Typical Gibbs free energy
change for ATP hydrolysis is around -13 kcal/mol, making the total Gibbs free energy change of 2.98 - 13 = -10.02 kcal/mol.
Therefore, the overall reaction is highly shifted to produce more product by being coupled with the strictly exothermic ATP
hydrolysis reaction.

Osmosis: Water Permeability

Osmosis (transfer of water molecules through the bilayer) is a function of the relative concentration levels of solute molecules in
intracellular and extracellular environments. Water molecules can readily pass through special protein channels. If the total
concentration of all dissolved solute is unbalanced (Cinsige ~= Coutside), there would be a net water flow into or out of the biological
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cell [5]. The direction and magnitude of the water flow is strictly dependent on whether the cell’s environment is isotonic,
hypotonic, or hypertonic which are illustrative measures for the relative concentrations of solutes inside and outside the cell.

Isotonic Solutions (Cinsige = Coutside)

In isotonic case, the total molar concentration of dissolved solutes is the same for the intracellular and extracellular environments.
In this condition, the inward and outward flows of water molecules are exactly balanced (shown in Figure 4.1.4). As shown in
Figure 4.1.4, the net flow of water is zero and total number of water molecules (or equivalently water concentration, C,,) is
remained constant on each side. A 0.9% solution of sodium hydroxide is a perfect example of isotonic solution to animal cells [2].
During experiments, like exposing membranes to different solutions, it is highly recommended to use an isotonic solution to
prevent osmotic effects (e.g., swelling and shrinking of the cell) which can seriously damage the biological cells.
e
Figure 4.1.4 - Transport of water molecules through protein channels in isotonic condition [2]

Hypotonic Solutions (Cinside > Coutside)

In a hypotonic condition, molar concentration of the total dissolved solutes is higher inside the cell than that in the extracellular
environment. Obviously, low concentration of solutes in an aqueous solution can be interpreted as high concentration of water.
Therefore, it is straightforward to see if Cinsige > Coutside = Chw, inside < Cw, outsides Providing a driving force for a net inward water
flow to the cell. Hence, when a cell is exposed to such hypotonic conditions, there is net water movement into the cell and passing
time, the concentration of water molecules inside the cell would be increased. Because of this considerable accumulation of water
molecules, cells will swell and may even burst if the excess accumulated water is not removed from the intracellular environment.

Hypertonic Solutions (Ciside < Coutside)

Cell behavior under hypertonic condition is exactly the opposite of what explained for the hypotonic case (Cinside < Courside = Cw,
inside > Cuw, outside)- In this case, the water concentration is higher in cell's interior than in its outside, so there would be a net outward
water flow from the cell. Therefore, passing time, the water concentration level will decrease inside the cell and cell will shrink. As
an important consequence of the low water level, the ability of cell to function or divide would be gradually lost [2]. It is interesting
that hypertonic solutions like concentrated syrups have been used since ancient times for food preservation. This can be explained
through the fact that microbial cells that would cause spoilage are dehydrated in these very hypertonic environments and would be
unable to function [2].

Transport Disorders

Considering the remarkable specificity of the transporters, it is not surprising that sometimes there are defects in transport systems.
Nowadays, several different diseases known to be due to transport defects. In many of the cell membrane diseases, proteins do not
transport materials properly. Some of the membrane transport disease are hereditary. An archetypical example of such transport
diseases is Cystinuria, an inherited autosomal recessive disease that is characterized by abnormally high amino acid (cystine)
concentration level in the urine, that may result in the formation of cystine stones in the kidneys. Another example can be Cystic
Fibrosis (CF) which is caused by a mutation in the cystic fibrosis transmembrane conductance regulator, CFTR, a protein that helps
move salt and water across the membrane. It is a genetic disorder that affects mostly the lungs but also the pancreas, liver, kidneys,
and intestine. Long-term issues include breathing problems and coughing up mucus as a result of frequent lung infections. In a
patient with CF, the cells do not secrete enough water; when it happens in the lungs, it causes the mucus to become extremely thick.

It is also worth mentioning that most fatal toxins like Dendrotoxin (black mamba snake of Africa) and Batrachotoxin (Colombian
frog Phyllobates aurotaenia) act directly on specific ion channels of the plasma membrane to disrupt the action potentials.
Dendrotoxin, as a presynaptic neurotoxin, blocks specific subtypes of voltage-gated K* channels in neurons, so increasing the
release of acetylcholine at neuromuscular junctions. In this regard, a single dendrotoxin molecule reversibly associates with a K*
channel to apply its suppressive effect. To put it simply, this fatal toxin binds to anionic sites near the extracellular surface of the
channel and physically blocks the path and ion conductance. Batrachotoxin on the other hand, as an extremely cardiotoxic and
neurotoxic steroidal alkaloid, works by binding to the Na* channel and causing a conformational change (modifying both their ion
selectivity and voltage sensitivity). In a nutshell, batrachotoxin irreversibly binds to the sodium channels, enforcing them to remain
open.
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Driving Forces

The permeability of a membrane can be defined as the passive diffusion rate of permeated molecules across the biomembrane. It is
unanimously accepted that permeability of any specific molecule depends mainly on charge number, polarity, size, and to some
extent, to the molar mass of the molecule. It should be noted though that both the nature of the bilayer and the prevalent
environments can play a significant role too. As mentioned before, because of the inevitable hydrophobic nature of the
biomembranes, small uncharged molecules pass across the membrane more easily than charged, large ones [6].

With charged species (e.g., Na®), the effect of the membrane potential (V) should be taken into account. Most cells are
characterized by a membrane potential difference of -70 mV (Vinside - Voutside)- Let us first consider an example of Cl” ion to clarify
the issue. For CI’, the concentration gradient is toward inside the cell (Cgxtracellular = 125 MM & Cipgracellular = 9 mMM). So, there is a
driving force of diffusion for Cl" to diffuse along the concentration gradient into the cell. However, the electric field is directed into
the cell (Vinside < Voutside), pushing out negatively charged ions. Therefore, an equilibrium is achieved when influx and efflux of CI°
level each other. The membrane potential at which this equilibrium occurs is called equilibrium potential that can be calculated by
Nernst equation [7]:

\[V_{\text {equilibrium}}=\frac{R T}{F_{Z}} \In \left(\frac{C_{o} }{C_{i} }\right)]

Note that this relation was obtained from ion transport equation for zero Gibbs free energy change (i.e., thermodynamic
equilibrium).

Then, it would be useful to define a driving force potential difference as Vpr = Vel - Vequitibrium- By this definition, negative Vpr
means passive uptake and exit of cations and anions, respectively. For example, for the case of Cl, Vpr = 0.3 mV indicating
diffusion of Cl into the cell. The same is true for Na* where Vpr = -127.3 mV. However, this is not the case for other ions like K*
which will be pushed out by the net electrical potential Vpr of 11.2 mV.

Moreover, huge Vpp values (big difference between Vo and Vi gyijibrium) 0f some ions such as Na*, K*, and Ca™ suggest that there
are other forces besides the chemical and electrical gradients needed for the transport. In such conditions, passive (protein
channels) or active transporters are required for the ion transfer.

Permeability Model

Schematic diagram of diffusion through a bilayer is sketched in Figure 4.1.5 in which two aqueous solutions S; and S, are
separated by the biomembrane. Superscripts "aq" and "m" denote solute concentrations at bulk aqueous solutions and surfaces of
the membrane, respectively. As it can be seen, the concentration gradient is considered to be from S; to Sy, providing the chemical
driving force of the transport. To mathematically describe the permeability, let us first introduce the useful concept of partition
coefficient. At thermodynamic equilibrium, the equality of the chemical potentials of solute j in two different intracellular and
extracellular phases can be expressed as

p! +RTInC/ =y} + RT1nCJ (4.1.2)
Then, the partition coefficient can be defined as
c/ - (// - uﬁ)
K, = —g =exp RT (4.1.3)
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Figure 4.1.5 - Schematic diagram of mass transfer through bilayer [3]
Having the partition coefficient, the mass flux (mol/(m?.s)) across the membrane (Figure 4.1.5) is given by
_ Ky)3D
D)

where D denotes the ion diffusivity through the membrane and Kj,, is the partition coefficient of the two phases (the ratio of
solubilities in lipid and water). Finally, the mass transfer coefficient in above equation is simply called permeability (in units m/s)
of the solute diffusion through the membrane:

J (C1—Cy) (4.1.4)

KisD
P =
)

(4.1.5)
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4.2: Insertion of Membrane Proteins into Lipid Membranes

Integral membrane proteins are ubiquitous throughout living organisms, ranging from prokaryotes to mammals, accounting for
approximately 20-30% of all proteins. (Wallin et al. 1998) They perform a diverse set of functions ranging from signal
transduction, to ion transport or even photosynthetic reaction centers. While their activity might vary dramatically, all these
proteins experience a similar challenge. They must traverse the amphiphilic lipid membrane to reach their correctly folded state.
The ways in which nature has overcome this challenge will be the primary focus of this page.

Features and diversity of membrane proteins

Prior to discussing the mechanisms of membrane insertion, it is important to characterize key features of transmembrane proteins
and their topology.

Characteristics of transmembrane domains

A transmembrane domain (TMD) is defined as a region of a polypeptide chain that completely traverses the hydrophobic region of
the bilayer. The most common TMD’s are 20 amino acids long and for a tightly coiled structure known as an a-helix. An a-helix is
the preferred structure as it maximizes hydrogen bonding within the backbone of the chain, effectively shielding the hydrophilic
regions of the amino acid backbone from the surrounding acyl chains of the lipids. An integral membrane protein (IMD) is
composed of one or more TMD’s. When studying an integral membrane protein’s sequence, it is possible to identify the TMDs by
generating a hydrophilicity plot. The TMDs will correspond to regions of amino acids that are hydrophobic (Kyte & Doolittle
1982). The determination of TMDs through this method are not always accurate as the insertion is heavily influenced by both the
proximal and distal amino acids. In Figure 4.2.1, a hydrophilicity plot of a G-coupled receptor is shown to have polar amino acids
in their transmembrane domains.
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Figure 4.2.1: Structural diversity of membrane proteins (Shao & Hegde 2011)

Determinants of topology

The topology of an IMP refers to the orientation of the protein in the membrane. A protein can be in either the type I or type II
topologies. Type I indicates that the N-terminus of the protein passes through the membrane first. Type II topology implies that the
N-terminus does not cross the membrane, causing the later segments of the protein to pass through first instead. The driving force
to chose one conformation over another is composed of several additive features of the protein. The most prominent effect, at least
for bacteria, comes from the positive inside rule. The positive inside rule states that positively charged amino acids, such as
arginine and lysine, will not cross the membrane and remain in the cytosol (Hatmann et al. 1989). This is dictated by the strong
positive charges interacting repulsively with the channel that T will describe later in this page. In bacteria the asymmetry between
the leaflets and the strong proton motive force across the membrane cause the cytosolic side of the membrane to be far more
favorable for positive amino acids compared to the periplasmic side. (van Klompenburg 1997)
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Cotranslational membrane protein insertion

The pathway for the insertion of membrane proteins has been highly conserved across organisms and has two distinct steps:
recognition and targeting of a nascent IMP and then its insertion into the membrane.

Recognition and Targeting

Recognition occurs on the ribosome as the nascent polypeptide chain emerges from the exit channel by the Signal Recognition
Particle (SRP). This protein has a nonspecific hydrophobic channel that interacts with amino acids that would form a
transmembrane domain based on the presence of numerous hydrophobic residues. Upon binding, translation is arrested and the
SRP-ribosome complex searches for the eukaryotic SRP Receptor (SR) or bacterial FtsY. Once the ribosome-SRP-receptor
complex is formed bound it diffuses through the membrane until it interacts with the Sec translocon. The nascent chain is then
transferred to the channel. The critical aspect of this process is that it prohibits the hydrophobic region of the polypeptide from
exposure to the hydrophilic cytosol to avoid misfolding and aggregation (Grudnik et al. 2009).
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Figure 4.2.2: General steps of cotranslational membrane protein insertion. (Shao & Hegde 2011)

Sec translocon

In both prokaryotes and eukaryotes, there are protein conductive channels generally referred to as Sec translocases. These channels
have two fundamental functions that enable the insertion of proteins into the membrane. They contain a hydrophilic channel that
allows hydrophilic residues of a polypeptide to pass through the membrane as well as a lateral gate that opens to expose the interior
of the channel to the lipid acyl chains. This allows for hydrophobic residues to enter through the channel and then interact directly
with the lipid tails while avoiding the polar head groups. These channels therefore allow the nascent chain that is being translated to
effectively “thread” in and out of the membrane as many times as is required to reach the final structure. (van den Berg et al. 2004).
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Figure 4.2.3: The Sec61 translocon and potential accessory factors. (Shao & Hegde 2011)
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Accessory factors

While the translocase complex is the primary requirement for most membrane proteins, more complex IMPs require accessory
factors to aid in its insertion and maturation. Below is a breakdown of different accessory factors for prokaryotes and eukaryotes.

Eukaryotes

Numerous other membrane proteins have been found to interact with the Sec translocon complex in eukaryotes, however their
necessity remains unclear. Enzymes like the signal peptidase and the oligosaccharyl transferase have been found to aid in the
folding and maturation of certain IMPs by either cleaving or glycosylating respectively (Yamagisi et al. 2011). The translocon-
associated protein (TRAP) complex may help fortify the ribosome-translocon complex. The translocating-chain associating
membrane (TRAM) protein is currently expected to insert TMDs with weak hydrophobicity and therefore is only required for
certain IMPs. (Heinrich et al. 2000)

Prokaryotes

As in eukaryotes, there are several accessory factors that have been found to aid in the insertion of IMPs in prokaryotes. SecA is an
ATPase that has been shown to be essential to push highly hydrophilic proteins through the Sec channel (Zimmer et al. 2008). The
YidC insertase has been shown to be aid in the lateral partitioning of IMPs out of the channel into the membrane. Its role is
expected to be that of a foldase which helps with the formation of a-helices (Beck et al. 2001). It has also been found that the
presence of the phospholipid phosphatidylethanolamine (PE) is required for the folding of certain IMPs. As PE is a positively
charged lipid, it interacts with acidic residues that flank the TM and stop the residues from wanting to translocate to the positively
charged periplasmic side of the membrane (Bogdanov et al. 2008).
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4.3: Protein-lipid Interactions

Lipids and proteins are essential elements of a living organism. Proteins, as one of the most abundant macromolecules of life, have
countless functions ranging from catalyzing vital biological reactions to transporting nutrients. Likewise, lipids also play integral
roles such as storing energy or being a major component of a membrane [12]. Despite their individual importance, interactions
between these two molecules can provide functions that would not be possible individually. The greatest number of these
interactions are seen in cell membranes, which are composed of a wide variety of lipids and proteins. While biological membranes
elegantly fulfill many structural roles, the complexity of lipid-protein interactions facilitates a potentially stunning diversity of
function and interaction.

Background

The crowded biological membrane (Figure 4.3.1) provides countless interfaces for these interactions. In the membrane, the protein
to lipid ratio is believed to be as high as 60:40 [15], and membrane proteins are believed to constitute an approximate 30% of the
human genome [5]. These imply not only the individual importance of proteins and lipids to the function of biological membranes,
but the potential complexity underlying interactions of proteins and lipids with each other. An understanding of the way proteins
and lipids interact thus requires consideration of a variety of factors, from the bulk properties of the membrane to the
intermolecular forces contributing to the behavior of individual lipids within the membrane.

Figure 4.3.1: The crowded environment of the cell membrane suggests protein-lipid interactions are both common and complex.
Model of the plasma membrane in full complexity. Featuring: a lipid bilayer composed of hundreds of different lipids, crowded
with a large variety of embedded as well as peripherally bound proteins, a supporting actin skeleton, a cytoplasmic site full of
proteins, and realistic gradients of metabolites, ions, and pH. (CC BY-NC-ND; Marrink et al. via Chem. Rev. 2019, 119,
6184—-6226)

Proteins found in a biological membrane have important roles in cell signaling, transduction and transportation [9]. One common
way of classifying protein-lipid interactions is shown below:
Protein-Lipid Interactions

|
[ \

Molecular Physical
Interactions on molecular level such as hydrogen Interaction of proteins with physical changes in the
bonding or electrostatic interactions. membrane modulated by lipids such as fluidity,

curvature etc.

Lipids in a biological membrane can be divided into three general groups [9].
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1. Bulk lipids: The lipids that form the main structure of the membrane without contacting the membrane proteins are called bulk
lipids.

2. Annular lipids: Some lipids surround membrane proteins and interact relatively non-specifically with them. These lipids are
called the annular lipids, due to being similar to an annular shell (a ring-shaped layer in close contact with the protein surface).

3. Non-annular lipids: These lipids interact specifically with some membrane proteins and are buried inside the protein structure.
Non-annular lipids are often regarded similarly to protein cofactors--small molecules bound by a protein in its functional
conformation.

Some of the vocabulary used to discuss membrane and protein properties is summarized in Figure 4.3.2:

~___, Integral membrane protein
(More specifically

8 Q 99 transmembrane protein)

T T Integral membrane
protein

Hydrophobic
thickness

Peripheral membrane protein
Figure 4.3.2. A cartoon illustration showing different membrane proteins
o Integral membrane proteins: Proteins residing in at least one leaflet (layer) of the cell membrane.
o Transmembrane proteins: A class of integral membrane proteins spanning the full width of the cell membrane.
o Peripheral membrane proteins: Proteins that are transiently associated with the outer portion of one leaflet or an integral

membrane protein.
e Hydrophobic thickness: The thickness of the portion of the membrane composed of the fatty acid lipid tails.

Bulk Lipid-Protein Interactions

Effect of Viscosity of the Membrane

The movement of any molecule or part of a molecule inside the membrane is influenced by the fluidity of this environment [9].
Every molecule experiences a frictional drag force during their movement inside the lipid bilayer structure of a biological
membrane, and resistance of the fluid to this motion can be expressed in terms of the viscosity. By Stokes’” Law (Equation 4.3.1),
the rate of particle motion can be expressed as a function of the drag force, membrane viscosity, and particle size [3]. This equation
assumes the absence of turbulent flow (a good assumption for the comparatively calm cell membrane).

F

v= (4.3.1)
6TuR

where

e F': drag force (e.g. Newtons)

o 4: membrane viscosity (e.g. centipoise, Pascal*seconds)
e R: particle size (e.g. meters, nanometers)

e v: speed of particle motion (e.g. meters per second)

Larger particles, more viscous membranes, and more rapid motion thus all result in increased drag force. More viscous membranes
can arise from the phase (e.g. liquid disordered, liquid ordered, or gel) of the lipids in the membrane; the phase is determined by the
number of double bonds in the fatty acid tails of the lipids and the environmental temperature, with fewer double bonds or a
temperature below the critical temperature for the lipids resulting in a more viscous membrane.

Movement of a protein in the membrane is dictated by the frictional resistance and the molecular restoring forces acting on it. A
fluorescence polarization anisotropy study on the rotation of tryptophan (Trp) residues showed that the motion of Trp was affected
by the viscosity of the lipid environment for small scale motion, and the amplitude of this motion increased with the temperature as
the viscosity decreased. For example, at a viscosity of 1 centipoise (approximately the viscosity of water at room temperature and
on the order of magnitude of the viscosity of the membrane) the authors expect local rotational motion of a given peptide within the
protein to be largely determined by the surrounding peptide residues [17].
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While the viscosity of the membrane can affect the rate of motion of the protein, the most thermodynamically favorable
conformation of the protein should not depend on membrane viscosity [9]. This is because the thermodynamic properties of a
system are inherently time-independent, but viscosity is a time-related parameter (since viscosity has units of pressure*time). This
means a change in viscosity cannot directly increase or decrease the activation energy required to induce a conformational change--
the most stable conformation of a protein is independent of the membrane viscosity. Changes in membrane viscosity can, however,
change the amount of time required for the protein to assume this conformation. Additionally, if a change in membrane viscosity is
the result of a change in temperature, the rate of protein function will be affected because rate constants are temperature-dependent
[9]. This indirect effect can be worthwhile to consider in the study of isolated membrane proteins, which may take place at room
temperature rather than at the temperature of the protein's natural environment.

Another important effect of membrane viscosity has also been revealed by molecular dynamics simulations. It has been illustrated
that the effect of solvent viscosity on protein motion is important if the protein both directly contacts the solvent and has a rate of
motion comparable to the environment. In other words, high frequency motion of a protein that does not overlap the solvent motion
does not depend on the solvent’s viscosity [2]. Lipids are important in this context because viscosity of a biological membrane is
mainly influenced by the types of lipids present, as the lipid composition is one of the main determinants of the fluidity.

Highly viscous membranes are indicative of increased ordering of the lipid fatty acid tails, often facilitated by interactions with
smaller molecules such as sphingomyelin or cholesterol. This can result in increased membrane durability and impermeability.
Additionally, the fluidity of the membrane environment surrounding a membrane protein can impact its function. For example, the
human epidermal growth factor receptor (EGFR) was found to be non-functional in an environment in which both highly fluid
liquid disordered and more viscous liquid ordered domains could exist. However, in a purely liquid disordered environment, EGFR
retained its function, revealing a functional dependence on the fluidity of the membrane [3].
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Bilayer elasticity

Figure 4.3.3: The elasticity of the bilayer is often facilitated by small molecules such as sphingomyelin and cholesterol, and can
impact the behavior of membrane proteins [15].

(See the main phase transitions page for more information on membrane fluidity.)

Localized areas of high membrane viscosity can also be indicative of the existence of lipid rafts, which are believed to play a role
in protein isolation and function. Lipid rafts are transient sphingomyelin- and cholesterol-rich : (10-200 nm in diameter) within the
cell membrane. The local abundance of sphingomyelin and/or cholesterol results in liquid-liquid phase separation, meaning lipid
rafts are typically composed of the liquid ordered (L,) phase. This means the lipids within rafts are more tightly packed and highly
ordered than the bulk membrane, leading to increased local rigidity and decreased fluidity [18]. Some proteins can bind
glycosphingolipids or sphingomyelin, which are involved in the recruitment of proteins to lipid rafts.

Effect of Membrane Curvature

Dynamic curvature of plasma or intercellular membrane can be dictated by the interactions between proteins and lipids. In fact,
cells can employ various mechanisms to sense curvature as a way to create regions of active membrane trafficking. Lipid
composition is a major influence on membrane curvature based on their chemical properties and/or the size of their headgroup.
Presence of certain lipids are key to interact with certain peripheral membrane proteins in order to induce a necessary curvature.
For example, phosphoinositides are required for budding of clathrin-coated vesicles, as the required machinery (e.g. coat proteins)
can specifically bind to these lipids. The reason for this is that the headgroups of phosphoinositides are negatively charged,
resulting in electrostatic repulsion that can contribute to membrane curvature [14].

Another study illustrated that NSA4(1-48), a key transmembrane protein that mediates replication of Dengue virus (a mosquito
born single positive-stranded RNA virus), has an affinity for the convex face of highly curved regions of synthetic bilayer vesicles,
as monitored by circular dichroism spectroscopy [8].
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Similarly, a G protein-coupled serotonin receptor (5-HT15) was found to function more rapidly in a more highly curved membrane
[7]. This curvature effect could arise from a better match in the thickness of the hydrophobic portion of the membrane surrounding
the protein, stabilizing the active protein form.

In addition to responding to changes in local curvature, membrane proteins can also influence the local curvature of the membrane.
Some membrane proteins accomplish this by trafficking individual lipids across the membrane, resulting in uneven lipid
compositions across the two membrane leaflets. The membrane must curve so that the leaflet with fewer lipids is on the interior of
the curve in order to maintain optimal packing of the head groups [6]. Similarly, membrane leaflets containing lipids with different
head group areas may also have some intrinsic curvature due to their differing surface areas [6]. In both cases, the integrity of the
membrane as a barrier is facilitated by curvature, protecting the hydrophobic fatty acid tails from the aqueous environment and
maintaining separation between the membrane bound compartment and its exterior.

Yet another example of the interplay between membrane proteins and membrane curvature is the process of vesicle formation. The
ability to form vesicles is important in the trafficking of newly-formed proteins, the recycling of cell membrane components, and
the intake of particles via endocytosis, among countless other cell functions. Vesicle formation involves complex regions of
curvature, including low positive curvature when the vesicle is first beginning to form, greater positive curvature as the vesicle
swells, and very high negative curvature where the vesicle meets the parent membrane. This complex curvature is facilitated in part
by the membrane protein dynamin, which is responsible for creating the “neck” separating the parent membrane from the nearly
fully-formed vesicle. This is a result of dynamin binding the membrane and taking on a helical conformation, physically forcing the
parent membrane to assume a tube-like shape [14]. Coatomers are small proteins that may also play a role in vesicle formation by
binding existing membrane proteins in a relatively confined area. The coatomers result in steric repulsion, leading to membrane
curvature and budding [6].
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Curvature-sensing
domain

Figure 4.3.4: Proteins containing curvature-sensing domains (pink) can play a significant role in vesicle formation, crucial to
intercellular and intracellular communication [25].

The binding of amphipathic helices within the membrane is another common mechanism of protein-induced membrane curvature.
As shown in the Figure below, one portion of the helix is hydrophobic, while the other is hydrophilic. The hydrophobic portion
associates with the fatty acyl chains of the membrane, while the hydrophilic portion interacts with the head groups. This changes
the area per head group for the bound leaflet of the membrane, and the membrane must curve in order to compensate.

«—— amphipathic helix

i Wxg

Figure 4.3.5: Membrane curvature as the result of insertion of an amphipathic helix into one leaflet.

Some of the other well understood ways that lipid-protein interaction relates to curvature of the membrane are discussed in
membrane curvature in detail.

https://phys.libretexts.org/@go/page/1349



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/1349?pdf
https://phys.libretexts.org/Courses/University_of_California_Davis/Biophysics_241%3A_Membrane_Biology/02%3A_Membranes_-_Aggregated_Lipids/2.03%3A_Membrane_Curvature
https://phys.libretexts.org/Courses/University_of_California_Davis/Biophysics_241%3A_Membrane_Biology/02%3A_Membranes_-_Aggregated_Lipids/2.03%3A_Membrane_Curvature

LibreTextsw

Effect of Changes in Membrane Thickness

An important feature of lipids that can influence protein function is the thickness of the bilayer. As shown in Figure 4.3.2, the
hydrophobic thickness of a membrane is the distance between the hydrophilic headgroups of either leaflet, which is related to the
length of the fatty acid tails of the lipids composing the membrane. Membrane proteins need to match the hydrophobic thickness of
the acyl chains for two reasons. First, acyl chains and hydrophobic groups of the membrane proteins do not form hydrogen bonds
with water, and tend to minimize their contact with it as this is more thermodynamically favorable (see hydrophobic effect). When
the hydrophobic thickness of the membrane and the membrane protein do not match, hydrophobic mismatch occurs. In order to
minimize the exposure of hydrophobic portions of the lipid bilayer and transmembrane proteins to the aqueous environment, the
bilayer can distort in various ways. It can stretch (Figure 4.3.5), compress, or even tilt. Stretching involves an extension of the fatty
acid chains of the lipids immediately surrounding the protein, providing a greater hydrophobic thickness to better match the size of
the protein's hydrophobic domain. This minimizes the extent of hydrophobic membrane protein exposed to the aqueous
environment, which is more energetically favorable. Conversely, compression involves a contraction of the fatty acid tails
surrounding the protein.
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Figure 4.3.6. Stretching of a lipid bilayer to match the hydrophobic thickness of the protein (green). The extension of the fatty acid

tails results in a greater hydrophobic thickness, protecting hydrophobic portions of the protein from the hydrophilic environment.
Furthermore, the membrane proteins can aggregate (Figure 4.3.3) to minimize the area exposed to water [16]. In addition to being
more thermodynamically favorable (i.e. maximizing entropy by reducing the number of water molecules in highly ordered contact
around hydrophobic residues), avoiding exposure of a transmembrane protein to aqueous environment is also important for optimal
function because the hydrophobic side chains of the protein can change conformation when they contact water, distorting their
native structure, and causing functional loss. The studies on these membrane distortions carried out with model membranes
(artificial bilayers), show that the thickness of the acyl chain region is an essential part of protein function. For instance,
sarcoplasmic reticullum Ca-ATPase, which is a protein important in calcium regulation in muscles, was shown to be greatly affected
by the number of the carbons in the acyl chain, which determines the hydrophobic thickness of the membrane [16]. In addition,
molecular dynamics simulations showed the possibility of protein aggregation (Figure 4.3.3) due to hydrophobic mismatch [17].

P

Procen ageracation

Figure 4.3.7. Aggregated proteins to minimize hydrophobic mismatch [21].

Membrane proteins may also change conformation in response to changes in membrane tension, which can be indicative of
changing external conditions necessitating a response from the cell. For example, osmotic swelling or shrinking of a cell will result
in higher or lower membrane tension, respectively. Under increased tension, the bilayer will tend to thin, resulting in increased
hydrophobic mismatch. One possibility to mitigate this is for the membrane conformation to change so that its hydrophobic domain
thickness matches that of the transmembrane protein. Another possibility is that a conformational change in the membrane protein
structure could relieve hydrophobic mismatch, making a response to membrane tension an effective gating mechanism. This is
typically more energetically favorable in the case of significant membrane deformations, for which the energy required to change
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the membrane conformation to match the protein’s hydrophobic thickness would be greater than the cost of changing the protein’s
conformation [11]. Such conformational changes include changes in the angle at which the transmembrane domain is tilted or
unwinding of alpha-helical transmembrane domains [11]. The response of membrane proteins to hydrophobic mismatch arising
from membrane tension is evident in the case of many bacterial mechanosensitive channels, which under higher membrane tension
are more likely to be open [15].

For example, the lipid-protein interaction energy for a membrane protein with six helical transmembrane domains has been
estimated to increase by approximately 10-20 J/lipid molecule for a 10 A hydrophobic mismatch, providing an appreciable driving
force for either the membrane or protein to change its conformation [11]. At room temperature, the energetic cost of bending a lipid
membrane is typically on the order of 1020 J, although this can change significantly based on the local temperature and lipid
composition [24]. Hydrolyzing one ATP, a typical means of driving protein conformational changes, yields approximately 1019 J
[6]. All these values are within similar orders of magnitude, suggesting the most effective method of resolving hydrophobic
mismatch for a given membrane and protein may depend on both intrinsic and environmental factors.

Annular and Non-Annular Lipid-Protein Interactions

Protein-Lipid Interactions in Molecular Terms

In addition to the interactions of lipids and proteins mediated by the physical changes in the lipid environment, it is good to
consider lipid-protein interactions on a molecular level. Types of lipids that were defined previously interact differently with
proteins. Figure 4.3.4 is a basic representation of the interaction of bulk lipids and annular lipids with a protein surface. Lipids
present in the first shell, having a higher level of interaction with the protein and more restricted motion, are the "annular lipids.”

The second shell shows the bulk lipids.
Protein \ 1 — ond
/

shell
(Bulk Lipids)

st
» 1

shell
(Annular Lipids)

Figure 4.3.8. Simple illustration of the interaction of annular and bulk lipids with the surface of a protein [6].

Annular lipids and proteins weakly interact through van der Waals interactions, hydrogen bonding, and/or electrostatic interactions.
These weak interactions allow annular lipids to be frequently exchanged with the lipids in the bulk bilayer due to the random
motion expected in any fluid system, which implies that their interactions with proteins are fairly nonspecific. The level of
interactions between annular lipids, which are highly dynamic, is an ongoing area of research as it still is a challenging task to
analyze their structure. One example of interactions of such lipids with membrane proteins suggests that charges of annular lipids
are important to the functionality of certain proteins. Accordingly, a type of ABC transporter protein, which can be involved in
diseases such as multidrug resistance, preferred interacting with phosphatidylglycerol, a negatively charged phospholipid, and not
with phosphatidylethanolamine, a zwitterionic phospholipid. This suggested the presence of higher affinity spots on the protein [1].

The neuronal protein syntaxin-1A, involved in the release of neurotransmitters, has also been shown to interact preferentially with
negatively charged lipids [23]. Syntaxin-1A is found primarily in segregated clusters due to the local excess of a particular anionic
lipid. The electrostatic interactions between the protein and lipid facilitate the formation of a protein microdomain without a change
in the local phase of the surrounding lipids [23].

The existence of an annular shell of lipids around the transmembrane domain of a membrane protein arises from the distortion of
the lipid fatty acid tails at the lipid-protein interface. The introduction of a solid, geometrically complex surface—the protein—into
the membrane forces a rearrangement of the surrounding fatty acid tails in order to maintain the impermeability of the membrane.
Without the lipid annulus, the tails would be able to pack only poorly around the protein, resulting in membrane leakiness. The
entropic penalty of maintaining the ordered annular lipid shell is thus worthwhile in order to preserve the structural integrity of the
membrane [15].

Unlike bulk and annular lipids, non-annular lipids interact specifically with proteins. These lipids are buried inside the protein, and
are thought to be vital for optimal function. An example of such an interaction is found to be useful in bovine heart cytochrome c
oxidase, on which 13 different types of lipids were suggested to have specific binding sites. It was also suggested that two
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palmitate tails of phosphatidylglycerols have a role in blocking the O, transfer pathway of this protein [19]. Lipid binding sites on
the exterior of a similar protein are shown in the Figure below.

Lipid-Binding Sites in Cytochrome bgf Complex

Figure 4.3.9: Lipid binding sites can be located at many positions on a membrane protein [26].

The interaction of non-annular lipids with proteins may also have implications in the detergent solubilization of membrane proteins
—a common method used to isolate proteins from their native membranes to better understand the protein’s structure or function. If
the detergent used is sufficiently similar to the annular lipids typically surrounding the protein, there is a possibility that the
detergent could penetrate this lipid shell and interact with the protein during the solubilization process [13]. This could change the
conformation of the protein, potentially impacting its function. For example, the amino acid transporter LeuT has been shown to
bind detergent molecules in one of its active sites (which displace the lipids typically residing there). This reduces the activity of
LeuT. However, when a larger detergent molecule was used, it was unable to penetrate the annular lipid shell during the
solubilization process, resulting in a retention of the protein’s function [13]. This indicates that an understanding of the annular
lipids in a protein's native membrane can be crucial to preserving both its structure and its function if solubilized.

Experimental Methods Used to Study Lipid-Protein Interactions

Some of the techniques used to study physical properties of lipid environment interacting with the membrane proteins include
fluorescence spectroscopy, and electron paramagnetic resonance (EPR). There are methods utilized to understand interactions in
molecular terms based on resolving the three-dimensional structures of proteins, which also helps clarify functions of some of the
non-annular lipids [20]. X-Ray crystallography, NMR or EPR are among common tools analyzing lipid-protein interactions in
molecular terms. Molecular dynamics simulations are another area of focus that can help researchers understand interactions of
proteins and lipids both in molecular and physical terms.

Figure 4.3.9: Artist’s rendition of the contrast between the dilute environment of a proteoliposome and the crowded environment of

the native membrane [15].
The isolation of membrane proteins in proteoliposomes has also become a relatively common method of studying membrane
protein function, including lipid-protein interactions. A proteoliposome is a small spherical vesicle into which a protein has been
inserted. Proteoliposomes can be formed with known lipid compositions, allowing study of the effect of lipid composition--
impacting membrane viscosity, phase separation, and membrane thickness-- on a protein’s function. The membrane of the
proteoliposome can thus act as a host to a variety of membrane proteins. While this method cannot necessarily replicate the
inherent crowding and complexity of a native cell membrane, it can provide an understanding of the relative membrane properties
required for a protein’s function or the ligand affinity of the protein, among other things.
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4.4: Physical Lipid Protein Interactions

Biological membranes play a prominent role in cell biology. The lipid-bilayer is composed of a large variety of lipid molecules that
naturally form physical barriers creating compartments needed for cell regulation [1]. The shape of biological membranes is
dictated by its lipid composition and a vast array of membrane-proteins inserted on it. The lipid environment and membrane-
proteins are subject to chemical and physical interactions. Chemical interactions include effects of residues between lipids and
proteins at the molecular level [3]. Physical interactions include mechanical stimuli between lipids and proteins.

In 1972, Singer and Nicolson proposed the fluid mosaic model which describes the lipids as a neutral environment to the activities
of proteins [1,2]. However, recent studies suggest that lipids are strongly coupled to membrane-proteins and at times the lipid
bilayer has the leading role determining the function of membrane-proteins [3, 8 ,10]. One specific case of study highlighting the
physical lipid-protein interactions concerns the mechanosensitive (MS) ion channels.

Mechanosensitive lon Channels

A membrane protein is considered mechanosensitive if its activity is controlled by membrane tension of approximately 20 nN/m.
Mechanical forces can stretch, compress and bend the lipid bilayer causing membrane tension [4,5]. MS ion channels then act like
mechanical force sensors transducing mechanical stimuli into important intracellular signals. In general, MS channels can be
divided into two groups: prokaryotic (bacterial and archaeal) and eukaryotic (fungal, plants and animal and human) [11]. In both of
these groups the function of MS channels is different. For example, in animals and human they are important in touch sensation,
balance and hearing. In bacteria, MS ion channels are associated with osmoregulation control] [7,8]. MS ion channels highlight the
physical lipid-protein interactions and its function depend upon mechanical membrane parameters such as tension and thickness
[5]. Tension and thickness due to lipids induced perturbations to the membrane shape and the free-energy cost of such perturbations
can be estimated quantitively by simple mathematical models.

Prokaryotic Mechanosensitive lon Channels

Based on the homology of their primary sequence, MS channels in prokaryotic cells MS channels are classified into two categories:
Large conductance MS channels (MscL) and small conductance MS channels (MscS). In principle MscL and MscS channels
undergo the same conformation from a closed state to an open state and its thermodynamics can be described by a two-state model
[9]. MS channels from MscL bacteria undergoes a large in-plane area expansion when it opens. In the case of MscL, pore gating
serves as a “pressure release valve” and the in-plane expansion produces a decrease in the free energy of the membrane-channel
system if the membrane is under tension and as a result it favors the open state [6,9]. To understand the free-energy change, the
tension here is analogous to a gravitational field that tends to lower the weights [6]. Figure 4.4.1A shows that when the channel is
closed, tension is small and the weights are not moving, if the weights are lowered this produces tension and channel will open
(Figure 4.4.1B).

Figure 4.4.1. A) the MS ion channel is closed. B) The MS ion channel is open. Illustration adapted from Y.R. Guo and R.
MacKinnon 10.7554/eLife.33660

The free energy difference of the open-close channel is given as follows:
AG=AG(y=0)—vAA (4.4.1)

where AG (y=0) is the change in free-energy at zero tension, y is the membrane tension and AA is the in-plane cross sectional area.

In MscL the in-plane area change AA has been calculated experimentally is approximately 20 nm?. Thus, the energy required to
fully open the MscL channel is about 20 kT. In addition, the experimental results from MscL in Escherichia coli not only show the
effects of tension but also show that lipid tail length, saturation and head group affect the channel gating properties [2,7]. The data
in Figure 4.4.2A shows the open probability as a function of pressure for MscL. Different traces correspond to different lengths in
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lipid tails. The tails have 16, 18 and 20 carbon atoms in their backbone [2,7]. Figure 4.4.2B shows how the thickness of the lipid
bilayer is affected by the length of lipid tails, this difference in thickness is often referred as a hydrophobic mistmatch.

A B
10 - Open MscL

- i
) ) I

0.0
0 20 40 60 80
Pressure (mmHg)

Channel cpen probability

Figure 4.4.2. Data from patch-clamp showing how the open probability depends on the length of lipid tails PC15 (grey), PC18
(green) and PC20 (Blue). B) The diagram shows how different lipid tails imply different hydrophobic mismatch. Data and
illustrations adapted from E. Perozo et al,. Nat, Struct. Biol. 9:696, 2002
Techniques used to understand the mechanism for gating of MS ion channel in prokaryotic cells include disulfide trapping,
spectroscopic probing, mutagenesis screening and chemical modification [9]. In addition, patch clamp experiments have
demonstrated that bacteria MscL channels gates respond to an increase in trans bilayer pressure [7].

Eukaryotic Mechanosensitive lon Channels

In eukaryotic cells, there are four types of MS channels which include members of DEG/EnaC, 2P-type K, TRP and Piezo channel
families [11]. In particular, Piezo 1 ion channels similar to MscL and MscS channels to open only requires the effects of lipid
bilayer alone without the requirement of other cellular components [11].

Piezo 1 ion channels are sensitive to mechanical forces and transduce them into electrical signals in sensory neurons to achieve
control in touch sensation, balance and cardiovascular regulation. The essential biophysical characteristics of Piezo 1 ion channels
include control gating through mechanosensitive forces and cation selectivity [6]. It has been suggested that Piezo 1 channels sense
force directly through the lipid membrane in a similar way MS channel from MscL bacteria. However, Piezo 1 channels have
narrow pores in comparison to MscL. channels and the effects on the membrane are not directly associated with in-plane area
expansion, instead Piezo channels deform the membrane by producing local curvature (dome-shape) [6]. The expansion of the
membrane-channel system occurs when the dome shape becomes flatter thus, the free energy difference between open-close
channel is given as follows:

AG = (AGprot + AGbend) - 'YAAproj (4.4.2)

where AGot and AGye,q refer to free energy differences intrinsic to protein gating and membrane bending, y is the membrane
tension and A A,,,; the change in area of the dome that is projected onto the membrane plane (Figure 4.4.3B). Due to its complex
structure, the values of A have not been determine experimentally. For instance, if the Piezo 1 ion channel becomes completely
planar, the projected area AA,,,; is about 20 nm? [6].Then the energy required to open this channel is approximately 40 kT.
However, if Piezo 1 channels only flattens partially then the AA,,,; should be less than 120 nm? and the energy will be less than
40 kT. In addition, if AG > 20 kT will imply that Piezo 1 channels are more sensitive to tension than MscL.
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Figure 4.4.3. A) Theoretical activation curves (AGpq; + AGpend ) = 20 KT (red) and 40 kT (blue) and AAproj = 20 nm? or 60 nm? .
B) Projection area changing as the surface curvature of the channel and local membrane changes. Data adapted rom Y.R. Guo and
R. MacKinnon 10.7554/eLife.33660

Techniques used to study MS ion channels in eukaryotic cells include crystallography, cryo-EM, SDSL EPR, SDFL FRET
spectroscopy, path fluorometry, mass spectroscopy and computer modelling [11].

Summary

o In prokaryote and eukaryotic cells, MS channels senses stimuli from membrane tension. Specifically, MscL, MscS and Piezo 1
channel requires only the effect of the lipid bilayer without the requirement of other cellular components.

o In the case of MscL the open channel mechanosensitive is due to couple pore opening to in-plane area expansion. However, in
the Piezo channel, flattening of the channel and its nearby surrounding membrane causes membrane plane expansion by
transferring out-of-plane membrane area into the membrane plane.

o Simple mathematical models can be used to understand and get insights of how the perturbations to the membrane shape affect
the function of mechanosensitive ion channel.
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4.5: Nanoparticle Spontaneous Penetration and Assembly in and Through
Membranes

Nanomaterial science is a rapidly evolving field of study to approach many scientific questions across fields. From sensors, drug
delivery systems, cellular augmentation, and probes to highlight a handful of uses. However, these particles across application often
come into contact with lipid membranes and can interact with the berries in a verity of ways. Nanoparticles (NPs) have been shown
to restructure lipid membranes to penetrate or embed themselves into the lipids spontaneously. How they are achieved this, and the
effectiveness of these NP relies on an on a variety of tunable factors. These elements have been studied in detail, allowing for the
ability to design one’s nanomaterial not only to accomplish its task but to predict its interaction with the membranes in question[1].
This article will introduce the elements that determine different lipid interactions, primarily focusing on NPs spontaneous passage
through the membrane along with modeling tools to predict interactions. NPs can use cellular channels or adhere to membranes;
however, these prove too large a topic to cover though information can be found [2, 3]. However, there are still other ways to
approach the topic of NP interaction with cell membranes, or model membranes. I have chosen here to explore a central concept of
spontaneous penetration and the surrounding concept that supports this interaction and its study. With the ever-growing field and
applications of NPs, their involvement and our exposures to them in our everyday life bring concerns of toxicity which is often a
focus of NP membrane interactions and how best to disperse the embedded or passage of the NP across the membranes. [4-7].

A Brief Understanding of Functionalized Nanoparticles

One fundamental concept of most applications of NPs is that they are functionalized by an introduction of impurity that often
disrupts its natural shape, charge, size, etc. For example, if you were to functionalize a single-walled carbon nanotube (SWNT),
you would decorate it with another polymer, i.e., DNA, Pd, etc. In this example, the functionalizing unit can either completely or
partially associate with the core SWNT. This is only one, rather, specific case example of functionalization of SWNT particles.
However, many other types of NP can be functionalized for a variety of means and can be explored in more depth across a variety
of topic applications from imaging, medical, and living plant systems [4-7].

Spontaneous Penetration and Assembly in and Through Membranes

NPs can spontaneously move through bio-lipid double membranes, however, due to their particle material, size, shape, surface,
charge, corona, and other factors the efficiencies and how they remodel the membranes can vary (fig 1B) [1, 8]. NPs can move
fully through the membrane or get trapped/ encapsulated, wrapped while passing or translocated through gaps, all based on the
characteristics of the particle in question and can be predicted. Through this process, the NPs can also form pores in a variety of
ways (Fig 1A). Below we will explore how these physical properties change the relationship of the passive spontaneous passage of
NPs across both biological and model membranes. However, the physical properties of the particle are not the only factors to be
considered as the environment, and the membrane characteristics itself need to be considered. In this page, we will focus on the

particle characteristics governing the relationship with membrane penetration; however, for a more holistic overview of this topic
refer to the following citation [9].
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Figure 4.5.1. Figure taken from [10]. A. Nanoscale range of surface feature curvatures where lipid membranes lose integrity and
form pores has been found experimentally. The pores were experimentally observed in the l-a-dimyristoyl phosphatidylcholine
membrane around 1.2-22 nm polar nanoparticles deposited on mica surface. Lipid bilayer envelops or closely follows surface
features with the curvatures outside of that region. This finding provides essential information for the understanding of
nanoparticle—lipid membrane interaction, cytotoxicity, preparation of biomolecular templates and supported lipid membranes on
rough and patterned surfaces. Properties that influence NP-membrane interaction. The intrinsic characteristics of a NP, the
surrounding environment and the biological substrate that influences the interaction between NPs and biological membranes[9].

Wrapping Translocation Vs Embedding

NP can pass through or embed in membranes in two different ways. One method is when the membranes bend to maximize the
number of contact interaction with the NP; this is called wrapping and induces positive curvature[11]. The head groups of the
membrane form vesicles around the nanoparticle and depending on the charge can become stuck to the outer surface of the NP,
discussed further below. Wrapping resembles an absorption process. This is fundamentally different than particles that become
embedded as the embedding process has minimal disruption to the membrane structure in contrast to wrapping.

Using modeling prediction with informed biological studies researches can understand the impact of the size of the NP on the
lipids. Hydrophilic NPs of 20A become wrapped while those smaller and closer to 10A become embedded in the bilayer interacting
with the hydrophilic headgroups as it is encapsulated as shown in Figure 4.5.2a. Hydrophobic NP regardless of their size even up
to 60A, do not become wrapped by the lipids and instead penetrate the membranes to embed into the hydrophobic core (fig 2 c)
[12]. However, here they have only modeled one type of membrane, and as tunable, the NPs can be it has also been shown that
lipid head groups and tail lengths play a significant role in the interactions of the two [11]. In the case of wrapping passages, the
strength of the head groups wrapping ability and connection was shown to be inhibited by hydrophobic interactions of longer
hydrophilic PEG chains allowing the NP to more easily pass through the rapping and come out the other side of the membrane.
Because the NP is disordering the membranes upon entering the leaflets, the wrappings positive curvature can be modulated by the
length of overhanging tails of the functionalizing unit along the NPs. The overall shape of these structures, i.e., rod vs. spherical,
can also play a role in how they pass through the membranes[11, 13].

Run #1 Run #2
diameter=10A, hydrophilic diameter=204, hydrophilic Run #4
270 million collisons 3000 million collisions diameter=604, hydrophilic
7000 million collisions

(a) (b) (c)

Figure 4.5.2. Adapted Figure from [7]. Snapshots of final configurations for simulations run on LIME systems containing
hydrophilic NPs of different sizes and a DPPC bilayer membrane. The color scheme is purple (DPPC choline entity), orange
(DPPC phosphate group), red (DPPC ester groups), cyan (DPPC alkyl tail groups), red (NPs). Also See Figure 4.5.6 for shape
dependence [13]
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Charges Can Lead to Membrane Reconstruction

It has been shown that NPs can pass through phospholipid membranes spontaneously, which is one of the many factors making
them ideal for drug delivery and sensor creation. NPs can only pass through phospholipid membranes spontaneously when they are
charged either in the positive or negative direction (fig. 3). Where the negatively charged particles elicit local gelation in otherwise
fluid bilayers while positively charged particles gain passage by targeting gelled membranes to fluidize locally[8]. These charges
cause phase transitions that deviate from nominal phase transition temperature by tens of degrees but were shown across lipid types
DOPC (dioleoyl phosphocholine (PC)), DLPC (dilauryl PC), and DPPC (dipalmitoyl PC), with differing gel-to-fluid phase
transition temperature (Tm) of approximately —20 °C, —1 °C, and +40 °C, respectively. Both charges absorbed to the PC group of
phospholipids and showed that the liposomes penetrated by the NPs could maintain their integrity with minimal shrinkage by the
negatively charged NPs. The physical rigidity of these particles is thought to allow for this unique interaction with the phospholipid
membranes, whereas DNA, an Anionic particle, does not elicit the same membrane reconstruction as similarly charged anionic
NPs[8]. This phenomenon is novel in the fact that a foreign nonbiological object has caused these alterations as the membranes are
often passing through these different states to allow ions and natural membrane remodeling to occur. Coupled with the fact that this
process is not classified as endocytosis but a passage through the membranes when disruptions as lipids bind to the particle itself

(fig. 4)

Figure 4.5.3. Taken from [8]. Schematic diagram of a phospholipid bilayer vesicle with bound NP. Binding of anionic NPs to a

leaflet in the fluid phase causes the NP to template a gel phase in the place where the NPs binds. Binding-induced reorientation of

the PC head group causes lipids in the fluid phase to have a lower density (A) than in the gel phase (B). In the PC head group, P~

and N" are denoted by blue and red, respectively.
This phenomenon has also been characterized in plants with a verity of different NPs. Here the Lipid Exchange Envelope
Penetration or “LEEP” model show that the cargo the particles are doped with can have an effect on spontaneous penetration and
localization within the cell down to single organellar, such as the chloroplast[14, 15]. In Figure 4.5.4. Shows the ability to penetrate
the cell and internal compartments based off of the charge as illustrated through zeta potential (the energy difference existing
between the surface of a solid particle immersed in a conducting liquid (e.g. water) and the bulk of the liquid) to take into account
the aqueous environment that is the cell. As stated above in A Brief Understanding of Functionalized Nanoparticles the doping or
cargo of a particle can have a significant effect on the dynamics of the particles in regards to shape, size, charge, and other vital

characteristics.
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Figure 4.5.4. Adapted from [14,15]. A. (i) SWNT NP with high zeta potential approach the outer membrane that is similarly
negatively charged. This induces image charges on the lipid bilayer and leads to membrane expansion and softening. (ii)
Glycerolipids wrap around SWNT as they interact with the membrane. Interaction between lipids and SWNT is confirmed by the
solvochromatic shift observed upon addition of dipalmitoylphosphatidylcholine (DPPC) to SWNT. (iii) The lipid-bound SWNT
enters and binds to the interior. The lipid membrane of the membrane heals. B. LEEP model explains the entry and distribution of
NPs inside protoplasts. LEEP model for protoplasts and chloroplasts are indicated by blue and red lines, respectively, while the
threshold to maintain protoplast viability is shown by the dashed green lines. The LEEP model can not only explain the
experimental observations in this study, but also NPs investigated in previous studies (denoted by *).

Models Used for Prediction

There is an ever-growing library of different types of NP polymers functionalized with a verity of differing decorations all
influencing the overall characteristics of the NP as a whole. It would be impossible to test the viability and dynamics of all different
polymers that can be created with the different combinations of backbones and decorations. Therefore, many modules have been
created to predict and simulate their dynamics based on the information gathered by the portion of the library studied both in vivo
and in vitro[12]. The models used for prediction of the type of interaction can fall into two types of categories, High- resolution or
atomistic and low resolution or coarse-grained models giving different perspectives and output times on the information. See Table
1 for a summary.

High- resolution or atomistic models can give a representative picture of the geometry and energetics of all the molecules that are
typically accounted for in the motion of every atom, including every solvent atom. These are often used to study the passive
transport of NP through lipid membranes. One such study was conducted by Bedrov et al. to understand the passive motion of
C60fullerenes into lipid di-myristoly-phosphatidylcholine (DMPC)[16].
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Figure 4.5.6. Adapted from [16]. Illustrated is the system configuration with a snapshot of the hydrated DMPC membrane
containing a C60 fullerene and illustrates three well-defined regions: (1) bulk water outside of lipid bilayer, (2) dense layer of lipid
hydrophilic head groups, and (3) hydrophobic region of lipidic tails. Hydrogen atoms associated with lipid tail are not shown.
Fullerene carbon atoms are shown in dark gray, water oxygen atoms in green, and hydrogen atoms in white. In the DMPC
molecule: tail backbone carbon atoms are dark lime, nitrogens dark blue, phosphorus atoms orange, and oxygen atoms red.

Low resolution or coarse-grained models still account for both the lipids and NP but are a simplified representation of the
molecular geometry and energies. Here instead of taking into account the whole system, a single interaction site is used to represent
a group of several atoms. Because of this, the seed of the calculation is quicker as the total number of sites is decreased. Again,
passive transport can be studied using this model type. In one informative biological study, the passive endocytosis of ligand-coated
NP was studied based on different geometries of size, shape coverage, and membrane-binding strength [13]. The phospholipid
molecules were modeled by three spheres; one for the hydrophilic head group, and two for the hydrophobic tails. Similarly, the NP
was simply expressed as spheres of the same size as the tail groups. Though simplistic, the group was able to show that the model
was sufficient enough to show that larger spherical particles endocytosis easier than smaller particles as a result of favorable
energies for bending rigidity and surface adhesion while also illustrating the favorable energies for spherocylindrical NP to normal
spherical particles.

t=1000 E t=8000

t=10000 t=14000 t=16000

t=18000 t=20000

Figure 4.5.6. Taken from [13] A representation of the generated model of spherocylinder endocytosis. The spherocylinder is
initially oriented perpendicular to the membrane. It changes orientation and becomes parallel upon binding to the membrane (t = 10
000); then it rotates and gets encapsulated further. Detachment from the membrane takes place at the end of spherocylinder. The
particle surface is composed of 50% of ligands that interact by 5.0 kT with 50% of lipid headgroups representing membrane
receptors. A cut through the membrane at the particle position is depicted for clarity. Color coding: nanoparticle, yellow beads are
ligands and gray beads are purely repulsive; membrane, blue beads are membrane receptors, orange are headgroups, and gray and
orange are tail beads.
Recently an intermediate- resolution model has been developed for describing the implicit-solvent for lipid molecules or
LIME[12]. A boon of this is a better resolution than a true coarse-grained model but also more time efficient than an atomic high-
resolution models’ prediction. The increase in speed is due to the use of discontinuous molecular dynamics. So far, this model has
been used to capture the interaction between the hydrophilic and hydrophobic NPs and DPPC bilayer membranes, taking into
account both the membrane and the NPS geometric and energetic parameters. However, like the other model types, there are

drawbacks. Figure 4.5.2is generated using the LIME model.
Table 1.
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4.6: Non-Membrane Lipid Assemblies (Micelles)

Amphipathic compounds (detergents) are a unique set of molecules with the ability of manipulation (distortion or formation) of the
hydrophobic-hydrophilic interactions in biological samples. Detergents in an aqueous solution self-associate to colloid particles.
The formation of the colloidal aggregates by detergents are termed micelles!. In research micelle-forming detergents provide an
amphipathic environment that can mimic lipid bilayers, be used to lyse cells (release soluble proteins), solubilize membrane
proteins and lipids, and control protein crystallization.

Detergents and Critical Micelles Concentration

As mentioned above detergents are amphipathic molecules (Figure 4.6.1), which are composed of a hydrophilic head group (polar)
and a hydrophobic tail (non-polar). The hydrophilic head group detergents can be either ionic (charged anion or cation), nonionic
(uncharged), or zwitterionic (containing both positive and negative charged components to have a net zero charge).

hydrophobic tail
hydrophilic
head group

Figure 4.6.1: Amphipathic molecule. (CC BY-NC; Umit Kaya)

The hydrophobic tail is an acyl chain (a long chain of aliphatic hydrocarbons, aka a carbon chain with hydrogen side groups). Its
amphipathic properties allow detergents to dissolve both water and oil soluble compounds, such as soap 2. In soap, particles
insoluble in water (oil/fat) become associated with the hydrophobic tail of a micelle (Figure 4.6.2), shielding the insoluble particles
from water, making it soluble. Detergents at low concentration in aqueous solution form a monolayer at the air-liquid interface. The
detergents monomers can then begin to self-assemble into aggregates at and above the critical micelle concentration® (CMC) into
structures called micelles (Figure 4.6.2). The viscosity of micelle core was found to be 17-50cP (cP: centipoise) by depolarization
study of a fluorescence probe*. Thus, the interior is liquid like. But in some case, the interior is found to be more solid-like, with
viscous rising to 151 cP. Basic micelles are generally described as roughly spherical (Figure 4.6.2A) with a separation of
hydrophilic and hydrophobic parts.

Figure 4.6.2: Ideal structure of a detergent micelle (A) spherical, (B) cylindrical, (c) worm-like. (CC BY-NC; Umit Kaya)

Depending on the structure and physicochemical conditions, viz,. temperature, the presence of electrolytes, the self-aggregates
structures can also be cylindrical (Figure 4.6.2B) or worm-like (Figure 4.6.2C). The detergent monomers bury the nonpolar tails by
orienting them inward to avoid water contact and orienting the polar head groups outward to interact with the water. In detergents
with more than one hydrophobic chain, similar to natural occurring lipids, the formation of cylindrical micelle may occur. The
cylindrical micelle can then span into a two dimensions forming a bilayer.
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Figure 4.6.3: Schematic presentation of the equilibrium between detergents at a surface, free detergents, and in micelles. (CC BY-

NC; Umit Kaya)
Below the CMC, an increase of detergent will lower the surface tension while raising the osmotic pressure of the solution (Figure
4.6.4). This correlates to the lipids in the solution gathering almost exclusively at the air-water interface as shown below. At the
CMC surface tension has been minimized to the greatest possible extent corresponding to the lipids fully saturating the air-water
interface so that the entire surface is now a continuous lipid layer. Above the CMC, with an increase of detergent, the surface
tension will stay constant because it is fully saturated. Thus the excess lipids will be forced into the water and will form micelles to
protect their hydrophobic tails, which will then be able to dissolve previously insoluble compounds (like grease). The surface
saturation process follows Langmuir (saturation) kinetics and can be described using a Langmuir isotherm.

N osmotic pressure
: turbidity g
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magnetic resonance,

surface tension
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Figure 4.6.4: Changes in the concentration dependence of a wide range of physico-chemical quantities in the neighborhood of the
critical micelle concentration. (CC BY-NC; Umit Kaya)

Micelle formation can be described by the Gibbs adsorption isotherm ®. The number of monomer detergents “n” to form micelles is

called aggregation number and is characteristic of the surfactant molecule. Therefore, micellization can be described by an

equilibrium (Figure 4.6.5) expression. With an equilibrium constant, K,,=[Z,, /[Z]™. A unitary free energy AG,, for transfer of a

single amphiphile from aqueous solution to a micelle of size m. The free energy expression can be calculated by replacing RTIn K,

by -m AG_,°, with concentrations expressed in mole fraction units. Therefore,

-mAGS,

InK,, = T—w—mln){l +1lnm (4.6.1)

Where X; is the mole fraction of amphiphile in monomeric form and X, is the mole fraction incorporated in micelles of size m, i.e,
Xm=m [Z;, ]. Equation 1 can be considered to be micelle size distribution function, giving X, as a function of m at any given value
of Xj. The cooperatively of micelle formation is reflected in the term m In Xj, and limits the value of X; to a narrow range close to
the CMC if reasonable values of X, are to be obtained.
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Figure 4.6.5: Micellization can be described by an equilibrium. (CC BY-NC; Umit Kaya)

Over 70 types of methods have been deployed to determining the CMC from 1962-2010. Such as spectroscopic measurements
(fluorescence probe, absorbance dye), electrochemical measurement (electrophoresis, capillary electrophoresis, conductimetric),
surface tension measurements (contact angle measurements), optical measures (light scattering, optical fibers, refractro-metric),
and many others’. Yet, the most common method is surface tension. This method determines the surface tension of solution
towards several different concentrations. The turning points of a plot of the surface tension against log[C] (C: concentrations) graph
is the CMC. Surface tension method commonly used because it’s simple and convenient.

Research Applications

Detergents are crucial for the solubilization, purification, and crystallization processes needed for membrane protein structure
determination®. Detergents are often used to solubilize important membrane proteins by generating a water-soluble protein-
detergent-lipid complex (Figure 4.6.6 a). The detergents mimic the lipid membrane by surrounding the hydrophobic region of the
integral membrane protein and leaving the hydrophilic region oriented toward the water. Maltosides and glucosides two of the most
common used detergents for membrane protein crystallography, although there are is still a large variety of classes of detergents.
Therefore, it's common to do a screening to determine the most suitable detergent for the desired target protein. For each detergent,
varieties of hydrocarbon tail length are commonly available, allowing for fine tuning the size and stability of the protein-detergent-

lipid complex.
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Figure 4.6.6: (a) schematic of the solubilization process. From left to right: free detergent monomers, detergent micelles above the
CMC, a mixture of membrane and micelles, micelles extract membrane proteins from lipid bilayer to make a protein-detergent-
lipid complex. (b) Some common detergents used in solubilization, purification, and crystallization of membrane proteins. (CC BY-
NC; Umit Kaya)

Once the integral membrane protein is solubilized and purified, it’s necessary to concentrate (via. centrifugation and dialysis) to a
supersaturated solution for crystallization to be successful. While concentrating it's important to maintain the CMC to ensure free
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detergent micelles and retain the protein-detergent-lipid complex. If CMC is not retained, the integral membrane protein will
aggregate out of solution. The detergent used during solubilization may be the same used while crystallization but is most
commonly changed or an additive detergent is added. There are several physicochemical parameters to consider besides detergents
for the crystallizing integral membrane proteins, such as buffers, pH, precipitants, salts, additives, and many others®. Over the past
few years there has been an exponential increase of integral membrane protein structures published in the Protein Data Bank and
many unique insights have been provided into successful conditions for membrane protein crystallization (Figure 4.6.7).
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Figure 4.6.7: Alpha-helical membrane protein crystallization currents trends of successful detergents used®.
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5.1: Model Membranes vs. Biological Membranes

The study of cells has been a challenging, active area of research since the seventeenth century when Robert Hooke first observed
them through his compound microscope. [1] Cells consist of cytoplasm, which contains biomolecules such as nucleic acids and
proteins, and is enclosed by a plasma membrane. This membrane plays an essential role in cellular protection as well as in the
control and the transport of ions, nutrients and a variety of small molecules through protein channels or processes like diffusion and
endocytosis.

One of the key developments towards determining the structure of the plasma membrane was the proposal of the “Fluid Mosaic
Model” by SJ Singer and GL Nicolson in 1972. The model states that membranes are composed of a

backbone with embedded cholesterol, proteins, and carbohydrates that gives the membrane its fluid character. [11] This composite
structure allows the membrane to perform multiple functions such as molecular recognition, enzymatic catalysis, cellular adhesion
and membrane fusion. The most important evolution of this model happened in 1997 with the works of Simons et al. and of Brown
et al. who proposed that membrane lipids were organized into phase-separated micro-domains, called lipid rafts, with a different
local composition and a molecular dynamic from the surrounding liquid crystalline phase. The validity of this hypothesis was a
hotly debated topic for more than a decade but has since been demonstrated by a lot of researchers and has led to the development
of technologies for detecting lateral heterogeneity in biological membranes. [10] A comprehensive understanding of all
components of the plasma membrane and their synergistic workings could help improve our understanding of the evolution of life
on earth and play a crucial role in biological advancement in the future.

Biological Membranes: Composition and Functions

Biological membranes have complex and varied compositions of lipids and proteins which make the determination of their exact
composition in a cell quite difficult. That being said, their primary components are well established.

The first major components of biological membranes are lipids. All biological membranes contain lipid bilayers as their basic
structural unit. Lipid bilayers are sheet-like assemblies of thousands of amphiphilic lipid molecules held together by hydrophobic
interactions between their acyl chains. Membrane lipids can be divided into three groups based on their chemical structure:
glycerol-based lipids (phospholipids), ceramide-based sphingolipids, and sterols. (Figure 5.1.1a) These constituents are not
homogeneously arranged in the cell plasma membrane but actually present as complex lateral micro-domains. (Figure 5.1.1b) This
variability in the nature of lipid arrangement, in addition to significant differences in physical properties like cross-sectional area,
unsaturation, fluidity, electric charge, molecular weight, is the reason that lipid membranes are extremely complex structures. Their
association with other membrane components like proteins and carbohydrates adds to the difficulty of studying the membrane’s
structure. [12]

The second major components of cell membranes are the proteins. They constitute a large proportion of a typical cell membrane
and perform a variety of functions [1]. Membrane proteins can associate with membranes in a variety of ways such as having
domains that traverse the membrane, domains that associate with only one face of the membrane, chemical groups that anchor them
to the membrane, or domains that associate with other membrane-bound proteins. The low permeability of cell membranes to
everything except water, small uncharged molecules, and some hydrophobic signalling molecules requires that they possess
machinery to facilitate the exchange of molecules between the cytoplasm and their external environment. Membrane proteins
facilitate these types of phenomena. For example, proteins that act as channels to allow the rapid transport of ions and other
molecules are quite common [2]. Other types of membrane proteins act as receptors to perceive external or internal signals, docks
for recognition and fusion of vesicles carrying cellular cargo, enzymes that catalyze specific chemical reactions at membranes,
channels which facilitate the transport of other proteins across a membrane, and can associate in protein complexes of varying size
and composition [1]. Clearly, there is a vast amount of diversity in cell membranes in terms of lipid and protein composition and
how these components influence the properties of the membrane.

Carbohydrates covalently linked to proteins (glycoproteins) or lipids (glycolipids) are also a part of cell membranes, and function
as adhesion and address loci for cells thereby aiding in cell-cell contact, recognition of self (via presentation of cell-specific
carbohydrates that are recognized and ignored by immune cells), and communication. [17]

Cell membranes are highly dynamic structures. They are the interface between a cell and its environment. They perceive signals
from the surroundings, transduce the signals, and convert them into cellular responses. They are like busy highways in cells in the
sense that information is being rapidly being transmitted through and across them. Living cells also constitutively modify their
membranes as a part of normal cell function and in specific manners in response to external stimuli. Another very important
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property of cell membranes is that they possess electrical and chemical gradients produced by resident proteins. These gradients are
essential for functions of living cells such as energy production, solute uptake, and signal transduction.
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Figure 5.1.1: (a) Chemical structure of some lipids found in biological membranes [10] (b) This depiction of a cell membrane
shows membrane lipid asymmetry as well as microdomains enriched in particular lipids and those induced by membrane proteins.
[12]

Model Membranes Systems

Model organisms are often used by scientists to help understand biological processes because they are easy to breed, maintain and
manipulate. Similarly, model membranes can be used to gain insight into the properties and functions of different components of
biological membranes [3]. The complexity of cell membranes, and the difficulty of isolating them and maintaining their native
physiological conditions makes it challenging to extract meaningful data from experiments on whole cells. Thus, scientists
frequently use artificial membranes which have greatly simplified structures and composition to make experiments more tractable.

Model membranes are a useful tool to probe the behavior of proteins and lipids in a membrane by isolating different aspects of
membrane function and studying them in detail to get some insight about the bigger picture. They can be used to study things like
the structure and functions of type of lipids, effect of curvature membrane protein complexes, ion channels, and also study the
interactions of lipids with drugs or other nanoparticles [3]. The most well-known and common biomimetic systems used for such
purposes are lipid monolayers, lipid vesicles and supported lipid bilayers. While each of these systems exhibits advantages and
disadvantages, they all mimic the lipid arrangement of natural cell membranes.

Lipid Monolayers

Lipid monolayers which are half of a bilayer, are formed by spreading amphipathic molecules on the surface of a liquid. They
provide a simple model for evaluating membrane insertion of compounds and for studying lipid-lipid interactions by changing
parameters such as the nature and the packing of the spread molecules, the composition of the subphase (pH, ionic strength) and
temperature. Compression isotherms are often used to get information about lipids phase (gel or liquid) and to study the nature of
lipid mixtures for phenomena like phase separation. These are obtained by measuring the surface pressure (IT) of the interfacial
film as a function of the mean molecular area (A) in a Langmuir-Blodgett trough. (Figure 5.1.3a,b) To study the insertion of
molecules such as drugs into a membrane, a monolayer is held at an initial pressure using the barriers of the Langmuir trough and
the change is pressure on insertion of solubilized compound of interest is noted after the system pressure stabilizes. By plotting the
surface pressure increase (AIT) observed as a function of the initial surface pressure of the lipid monolayer, we get a maximum
insertion pressure (IT;,) which reflects the penetration power of the molecule of interest into a well-defined 2-D model membrane.
(Figure 5.1.39 [10]
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Figure 5.1.3: (left) Schematic representation of the Langmuir trough technique used for evaluating the penetration power of a
bioactive compound into a biomimetic lipid monolayer; (middle) Theoretical IT -A isotherm obtained by compressing an insoluble
lipid monolayer formed at an air-water interface; (right) Surface pressure increase vs initial surface pressure plot used for
determining the exclusion pressure of the lipid monolayer [10]

Lipid Vesicles

Lipid vesicles or liposomes are the simplest models of closed cell membranes. They are spherical lipid bilayers with an internal
aqueous compartment and can be formed in different sizes, SUVs (small unilamellar vesicles, 20-50 nm in diameter), LUVs (large
unilamellar vesicles, 100-500 nm in diameter), and GUVs (giant unilamellar vesicles, 10-100 pm in diameter). [12,13] GUVs are
closest in size to actual cells and are usually created using well-defined mixtures of pure lipids but it is unclear how the behavior of
these model systems compares to actual biological membranes which are much more complex mixtures of lipids, proteins, and
saccharides. (Picture 4a) Giant plasma membrane vesicles (GPMV’s), or blebs, are a more direct source of biological lipid
material. In response to chemical stress, the plasma membrane of cells protrudes and detaches to form these blebs, which are
similar in size to the GUVs. The lipid composition of blebs is similar to that of the parent cell such that they also contain membrane
proteins which diffuse into the detached area during their formation. [14]

The most common applications of GUVs and GPMVs are to study phase behavior, (Figure 5.1.4a) effects of membrane
permeability barriers and curvature. [13] They are also used to investigate membrane processes such as membrane fusion,
molecular recognition, cell adhesion, and membrane trafficking. The size of these giant vesicles allows the use of optical
microscopy techniques such as fluorescence or confocal microscopy, as well as the micromanipulation of individual vesicles.
Although these techniques have a lower lateral resolution than AFM, they allow the investigation of molecular interactions with
lipid vesicles in a bulk solution whereas AFM requires the fusion of lipid vesicles onto a solid support. [10]

One drawback of using vesicles is that they are metastable structures offering poor long-term stability. Upon aging, vesicle
dispersion may aggregate, fuse or evolve to the thermodynamically stable two-phase region (consisting of a lamellar phase
dispersed in large excess of solvent) from which they were formed. However, depending on the composition and the size of lipid
vesicles as well as on the environmental parameters (temperature, pH, ionic strength, presence of external molecules and ions),
these thermodynamically non-stable systems can be stable for prolonged periods of time (up to several months) and are then
suitable model membranes for investigating membrane properties and biological processes.[10]

X Preparation Methods of Lipid Vesicles

SUVs and LUVs are prepared by dissolving lipids in organic solvents. Then the solvents are evaporated under a vacuum to
form thin films of lipids at the bottom of a round bottom flask. The dried lipid films are resuspended in a desired buffer to form
liposomes. The liposome suspension is subjected to vortexing until complete dissolution of the lipid film, followed by
ultrasonication. This procedure usually results in multi-lammelar liposomes (MLVs), which are subjected to 3-5 cycles of
freeze/ thawing for the uniformity of liposome size. GUVs are prepared by electroformation. In this method, the lipid film is
dried under an oscillating electric field. Typically, a standard wave generator is used to apply 1 V at 10 Hz between electrodes
onto which a thin film of lipids has been dried in the presence of water to form GUVs. [12] (Picture 4b)

Tethered Vesicles

Several groups of researchers have tethered lipid vesicles to solid supported bilayers using DNA hybridization or biotin—
streptavidin recognition elements. By doing so the proteins incorporated into tethered vesicles are shielded from the solid support
by the presence of a supported bilayer (SLB). DNA-tethered vesicles are constrained to diffuse in two dimensions in a plane
parallel to the surface. Interactions between vesicles with reactive membrane components like DNA or proteins can be observed as
vesicles diffuse and collide with each other. Vesicles tethered with biotin—streptavidin coupling via biotinylated lipids are often
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observed not to diffuse, so this system is not useful for studying interactions between tethered vesicles but this can be an excellent
system for encapsulating reactants in small volumes for fluorescence measurements and to look at reactions of these tethered
vesicles with free vesicles flowed over the surface from bulk solution. [14] (Picture 4c)
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Figure 5.1.4: (left) Lateral structure in giant unilamellar vesicles (GUVs) visualized by fluorescence microscopy (Mixture of
DOPC/DPPC/Chol 2:2:1 at 20C); [13] (middle) Schematic for lipid vesicle preparation; [16] (right) Vesicles tethered to a supported
lipid bilayer by DNA. [14]

Lipid Bilayer — Supported and Tethered

Supported lipid bilayers (SLBs) are stable model membranes consisting of a flat lipid bilayer supported on a solid surface such as
mica, glass or silicon oxide wafers, with the polar head facing the support. Unlike vesicles, these model membranes are easy to
prepare and control the overall composition and the lipid asymmetry. [10] SLBs are used to predict phase behavior and the
molecular organization of biological membranes. They have also been used for investigating the molecular interactions of drugs
with cell membranes [10]. Changes in structure, morphology, and surface chemistry of SLBs following interaction with drugs or
drug delivery systems can be investigated using various techniques, such as X-ray scattering, scanning electron microscopy, atomic
force microscopy (AFM), transmission electron microscopy, Fourier transform infrared resonance (FTIR), and X-ray photoelectron
spectroscopy (XPS) [12].

One of the main drawbacks of using classical supported lipid bilayers is the proximity between the lipid bilayer and the solid
substrate. This may affect the membrane properties like the mobility of membrane components or the incorporation of
transmembrane proteins. One way to counter this problem is by assembling bilayers on softer supports such as polymer cushions.
[10] Another way is to use tethered bilayer lipid membranes (t-BLMs) made up of a lipid bilayer spaced from the solid surface
using spacer molecules (Figure 5¢) .The spacer allows the bilayer to retain the dynamic properties like lateral diffusion of the lipid
molecules in the bilayer. Studies of the diffusion coefficient of individual lipids within the bilayer by fluorescence recovery after
photo-bleaching (FRAP) measurements have demonstrated the high lateral mobility of these lipids in the tethered system. The
spacer layer also provides space necessary to prevent undesirable interactions between membrane proteins and the substrate, like
denaturation. In addition to these aspects, the tether also gives this system the mechanical and chemical stability and robustness that
is needed for biosensor applications. [15]

X Preparation Methods of Supported Lipid Bilayers

Different techniques are commonly used to prepare SLBs. The first one is the LB technique. After the transfer of a lipid
monolayer spread at the air-water interface of a Langmuir trough onto a solid support, the same support is immersed a second
time through the interface in order to obtain a supported lipid bilayer. A second method for preparing SLBs is the fusion of
lipid vesicles onto a solid support. This is done by heating a SUV suspension in contact with the support at temperatures above
the lipid phase transition. The fusion process involves the adsorption of the lipid vesicles on the surface, followed by their
deformation, their flattening and their rupture. The fusion of the edges of the bilayer patches through hydrophobic interactions
gives rise in final to a continuous supported lipid bilayer. [10] (Figure 5.1.5a,b)
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Figure 5.1.5: Preparation methods of supported lipid bilayers (a) The Langmuir-Blodgett (LB) technique (b) The fusion of lipid
vesicles (adapted from Mingeot-Leclercq et al., 2008.); [10] (c) The tethered bimolecular lipid membrane (tBLM) architecture with
thiol anchors. [15]

Limitations of Model Membrane-Based Studies

One of the biggest questions to be aware of when studying model systems is, “Do the findings obtained from these experiments
have bearing on what actually occurs in a living system?” As described in the first two sections, biological membranes are highly
complex structures with a great deal of organization. Over the last century, model membranes have been proved to play a
considerable role in the elucidation of the structure and the properties of biological membranes. While the simplification of the
membrane system is crucial for the analysis of specific molecular interactions at the membrane level, it can also be an obstacle to
the accurate understanding of some membrane functions. Most membrane models can only involve up to 3-4 lipid species when
actual plasma membranes have more than thousands. The preparation techniques for making vesicles is quite difficult and cannot
mimic the asymmetry of lipids in the two bilayer leaflets like in real membranes which is crucial to many membrane functions.

Another limitation of these model systems lies on the fact that it is quite challenging to reconstitute proteins into model
membranes. Model membranes also do not contain cytoskeletal components which strongly participate to the lipid and protein
diffusion across the cell surface and consequently to the phase behavior of cell membranes. [10]

Concluding Remarks

Despite the limitations of model-based studies, they have proven to be very useful in understanding basic biophysical properties of
biological membranes. They provide a foundation upon which new hypotheses can be generated and tested in living cells. A solid
foundational understanding of simple synthetic membranes should allow scientists to develop experimental and computational tools
to test more complex properties of biological membranes.
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5.2: Supported and Tethered Membranes

Model lipid bilayers or synthetic lipid bilayers are membranes that are created in vitro. In vivo studies of lipid bilayers and the
proteins embedded within them can be difficult due to the complexity of the cellular dynamics of membranes. Model bilayers use
biological membranes, along with artificial constraints, to investigate the structure and function of lipid bilayers. Supported and
tethered membranes are two types of model bilayers frequently used in model studies. Importantly, these hybrid systems are not
employed as vesicles, but, instead, maintain a non-curved structure placed against or physically attached to a non-fluid surface.
This method of studying membrane biology is valuable in that it allows for the utilization of many techniques are not as applicable
to “freestanding” membranes, since supported and tethered membranes are more stable [1]. Furthermore, the complexity of natural
membranes makes them difficult to study, especially in vivo. Model bilayers provide an excellent model for studying the natural
functions of lipids and membrane proteins in a simple manner. Moreover, many techniques require a physical interaction with the
membrane, which would be difficult to perform on freestanding membranes that are capable of floating through fluid.

Planar Surface

Figure 5.2.1: Model lipid bilayers consist of biological or artificial membranes and potentially an interacting solid substrate. (CC
BY-NC; Umit Kaya)

Supported Membranes

Supported lipid bilayers (SLBs) are biological or synthetic membranes with one side of the membrane exposed to fluid
environment, while the other side is lined against a flat solid surface. There is typically a very thin fluid layer separating the
membrane from the surface (Figure 5.2.1). This type of configuration allows SLBs to maintain their fluid integrity and to diffuse
laterally in 2D space. However, this small distance between the membrane and its surface (1-2nm) could potentially lead to
interactions/friction between the lipids and the surface [2]. Another type of model bilayer has been designed to relieve this issue.

Regardless, SLBs usually remain stable for long periods of time as well [3]. In addition to the new techniques developed from
using SLBs (see Scientific Applications), established methods have been used with SLBs to further understand lipid bilayer
dynamics and function [4]. In one of the first examples, researchers employed fluorescence microscopy to examine the diffusion of
two different fluorescent labeled lipids (Figure 5.2.2).

Green-
labeled
Mixing
Red-
labeled

Figure 2. Fluorescence microscopy studies using supported membranes
show the mixing of two different fluorescent labeled lipids.

Preparation of Supported Membranes

SLBs can be built in a number of different ways. One of the first methods for synthesizing SLBs used alkylated glass sides and
applied only a monolayer of lipids to an air-water interface (Figure 5.2.3) [5]. This first type of configuration was mostly used to
study the lateral movement of monolayers via fluorescence microscopy. Since this approach was employed, many different surface
types have been used, including glass, mercury, and silicon-oxide [5]. Silicon oxide is the most popular surface type [6]. Self-
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assembly of lipid bilayers is central for maintaining biological integrity. Self-assembly is also important for maintaining the biology
of any embedded proteins. A more recent technique for forming supported membranes uses a previously constructed lipid
monolayer that is supported on a surface as a template to fuse an additional monolayer from a vesicle [7]. In this technique, the
monolayer from the vesicle fuses only with the already supported monolayer to form a new lipid bilayer. This prevents any
preservation issues that might arise from the monolayer and proteins being exposed directly to a planar surface. For instance,
exposing a membrane protein directly to the support surface can prevent any lateral movement of the protein. This issue would
prevent charactering the native movements and functions of the membrane protein. An additional technique for preparing
supported membranes is called vesicle deposition [8]. In this method, either unilamellar vesicles (SUVs) or giant unilamellar
vesicles (GUVs) are fused with the solid support surface. This is achieved by increasing the temperature at which the reaction is
taking to place to above the melting temperature of lipids. At the temperature, the vesicles with naturally fuse with the surface.

The number of surface-constricted membrane systems has greatly expanded. Solid-supported lipid bilayers, polymer-cushioned
lipid bilayers, hybrid bilayers, tethered lipid bilayers, suspended lipid bilayers, and supported vesicular layers have all become
well-established models [9].

Alkylated Glass Slide

Aqueous Solution

Figure 5.2.3: One of the first formed supported membranes, using a lipid monolayer and alkylated glass slide. (CC BY-NC; Umit
Kaya)

Tethered Membranes

To further increase the stability of hybrid membrane systems, some lipid bilayer are physically attached to a planar surface via a
protein or a polymer. Tethered lipid bilayers membranes (tLBMs), also referred to as polymer-supported bilayers, employ a “tether”
that is not part of the studied membrane to connect it to a surface (Figure 5.2.4). tLBMs also require the use of membrane proteins
for solid-surface support. tLBMs provide some advantages compared to SLBs. Because tLBMs are attached to their surface via a
tether, the space between lipids and the surface is much greater than that of SLBs [2]. This feature is more likely to prevent friction
between the membrane and the solid. Addtionally, SLBs can more easily lose contact with the contact surface or can result in only
specific parts of the membrane interacting with the surface, as opposed to the entire membrane [3]. These issues can lead to a
system the is no longer biologically relevant. The nature of this type of model lipid bilayer allows the membrane to be exposed to
fluids on both sides, more like a naturally occurring membrane.

Tethered Membrane

O

Polymer attachin,
meimbrane to surface

Planar Solid Surface

Figure 5.2.4: Tethered lipid bilayer connected to a planar substrate by polymers. (CC BY-NC; Umit Kaya)

Scientific Applications

One of the most useful applications for tethered and supported membranes is the study of peripheral types membrane proteins. The
stable nature of these bilayers causes the proteins embedded within the membrane to remain immobile and well oriented, making it
easier to observe protein function. Specifically, studies of the immune and endocrine systems were able to examine lipid embedded
T-cell receptors and hormone receptors (Figure 5.2.5). One study used SLBs containing T-cell receptors to show that the actual T-
cell, when bound to the receptor through the antigen and class IT major histocompatibility complex, stabilizes that entire interaction
of the complex [10]. Other studies have also employed tBLMs and SLBs in conjunction with antibodies to research cancer. Using a
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similar method to the T-cell receptor study, researchers used SLBs chemically linked to antibodies to capture and purify circulating
tumor cells (CTCs) [11]. In another application, SL.Bs and tLBMs are subjected to atomic force microscopy (AFM) and fluorescent
imaging as a way to investigate the effects of environmental stressors [12]. In this particular study, the authors used SLBs to show
that yeast cells increase the amount of unsaturated lipid content and ergosterol as a means of ethanol tolerance. The authors
employed AFM against SLBs to show the change in morphology.

Tethered and supported membranes have been used to investigate many other biological phenomenon including, vesicle/receptor
force relationship and effect of undulation forces between a vesicle and a rigid wall [13].

Major
Histoeampatibility .
Complex

T-cell
Receptor

— W‘\M\\\

Planar Surface

Figure 5. Supported bilayer containing T-cell receptors bind antigen displayed on a
major histocompatibility complex of a mature T-cell.

Figure 5.2.1: Supported bilayer containing T-cell receptors bind antigen displayed on a major histocompatibility complex of a
mature T-cell. (Copyright; author via source)
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5.3: Styrene Maleic Acid Lipid Particles (SMALP) Technology

Styrene maleic acid lipid particles (SMALPs) are disc-shaped lipid assemblies on the nano-scale made from the interaction of
membrane bilayers and styrene maleic acid (SMA) copolymer. SMALP technology holds great potential as a biochemical tool as it
allows solubilization of membrane bilayers and its embedded constituent into discs without any use of detergents. SMALPs are
thought to be superior to other disc-forming techniques eg. nanodisc as they can form directly from the native biological membrane
bilayer and preserve the lipids surrounding the protein of interest. Disc-structure can potentially improve the understanding of
membrane proteins by enabling biophysical studies eg. short-angle scattering, dynamic light scattering. Since the use of detergents
often destabilizes proteins, SMALPs are advantageous to other established membrane systems.

Lipid head groups

Hydrophobic lipid moiety

SMA

Figure 5.3.1: Illustration of a disc-shaped SMALP. (CC BY-NC; Umit Kaya)

Styrene Maleic Acid (SMA)

SMA copolymer is formed from polymerization of a mixture of styrene and maleic anhydride in various ratios (3:1 and 2:1 being
the most common). The anhydride moieties can subsequently be hydrolyzed to maleic acid (Figure 5.3.2). The alternating
hydrophobic residues (styrene) and hydrophilic (maleic acid) is thought to be determining for the SMA properties of membrane

solubilization.
©
0} o
0 0 0 ,H Hy /\K H
1) polymerization C C CcC—~C }*
Xn + xm —_ \ /n \H n
o 2) hydrolysis )\
styrene furan - 2,5 dione 0 8

/ maleic anhydride

Figure 5.3.2: Polymerization overview. (CC BY-NC; Umit Kaya)

SMA can be purchased from a range of vendors hereunder Cray Valley, Polyscope Polymers (Xiran) and Sigma-Aldrich (3:1 SMA,
Lipodisq).

SMA lipid particles (SMALPS)

After originally being patented as Lipodisq, a drug delivery tool for hydrophobic pharmaceuticals!, SMALPs with integrated
membrane proteins were described by Knowles and coworkers in 20092, The group showed SMALP integration of both the alpha-
helical (7TM) protein bacteriorhodopsin (bR) and the beta-barrel protein PagB from dimyristoyl PC liposomes. After purification
via Ni%*-affinity chromatography, structural analysis dynamic light scattering (DLS), transmission electron microscopy (TEM) and
circular dichroism (CD) spectroscopy was carried out. TEM showed nanoparticles of approximately 11 nm in diameter for both
proteins, which was consistent with DLS data® and results from later studies (12 nm by>>, 9 nm by'). Furthermore, CD
spectroscopy showed that both proteins maintained structure after integration into SMALPs while the absorbance of retinal in bR
slightly shifted. A similar shift is, however, also seen in detergent. The author attributed this shift to the monomeric quaternary

structure in SMALPs and detergent compared to the trimeric structure in the native purple membranes?.
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Table one contains an overview of the literature concerned on this page and the techniques and concepts that is touched upon.
Table 1 Overview of literature

l,:Zthumbl

SMALP formation

Sheidelaar and coworkers® investigated the kinetics of SMALP formation (2:1 SMA) from large unilamelar vesicles (LUVs) by
monitoring the drop in optical density when LUVs solubilize. The results showed that higher temperature, relative to the lipid T,
and higher SMA concentration both increased kinetics of SMALP formation from di-saturated PC LUVs. This trend was consistent
with different various chain lengths. Furthermore, the study showed that the size of the discs was similar regardless of chain
length.” The exact formation of SMALPs are not entirely clear. Scheidelaar and coworkers propose a three-step model where

1. SMA binds the membrane surface,
2. destabilize the bilayer before
3. the formation of the dis.c®

Lipid saturation and lipid packing: The lipid packing of the bilayer was shown to strongly influence the SMALP formation
kinetics. Even though saturated lipids showed faster kinetics at T>Ty,, LUVs of mono-unsaturated lipids (that are in the fluid phase
at room temperature) showed slower kinetics of SMALP formation.

Accordingly, bilayers of PC with two mono-unsaturated fatty acid chains showed slower kinetics than bilayers of PC with only one
mono-unsaturated chain (and one saturated chain) whilst bilayers from PC with two di-unsaturated chain showed similar kinetics
(where x is the chain length). Thus the extra double bond in the fatty acid chains does not have a large impact compared to going
from saturated to unsaturated. All except di-22:1 PC bilayers, formed SMALPs within 10 min at 30°C. The importance of lipid
packing was underlined by results showing a negative correlation between lateral membrane pressure and SMA-mediated
solubilization via experiments with bilayers of lipid mixtures with different spatial properties.

Salt concentration: The majority of biological membrane lipids have anionic head groups. Electrostatic repulsion between these
head groups and the negatively charged (at physiological pH) maleic acid moieties of SMA might occur. Monitoring SMALP
formation from LUVs containing the anionic lipid di-C14:0 PG showed that formation was inhibited in these LUV in the absence
of salt. SMALPs did form in LUVs with mixed lipids. The absence of salt is, however, generally inhibitory to SMA insertion into
membranes as it shields the charge repulsion®. Sodium chloride and pH buffer (Tris-HCl pH 8) is the only other necessary
components to form SMALPs except for SMA and a membrane bilayer eg. a vesicle.

SMALP formation from cell membranes

Sheidelaar and coworkers® demonstrated SMALP formation from Escherichia coli membrane fragments to be achievable with
excess SMA. Furthermore, the group showed that the membranes fragments, the SMALPs and fatty acids/lipids in the aqueous
phase all contained similar relative amounts of PG, PC and cholesterol, thus indicating that SMALPs are not selective for specific
lipid types in the membrane bilayer.

Swainsbury and coworkers* successfully purified the photoreaction center from the bacterium Rhodobacter sphaeroides directly by
SMALP formation from the bacterial membrane with subsequent Ni%*-affinity chromatography. The study showed that it was
possible to purify membrane proteins/complexes in an active state, in its immediate native lipid environment and underlined that it
could be used to study the biochemistry and biophysics in the SMA scaffold. This is interesting as potentially can enable
elucidation of the role of nearby lipids for protein function as eg. non-annular lipids.

Conclusion

Styrene maleic acid lipid particles efficiently form disc-shaped nanostructures from intact lipid bilayers from both vesicles and
cells with only minor dependency on salt concentration. Biophysical studies can be carried out on proteins embedded in SMALPs
in order to study these proteins in the native lipid environment. SMALPs can potentially strengthen the understanding of membrane
lipids that are essential for membrane protein function.
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5.4: Lipid Probes

Lipids are characteristically different from proteins, making in vivo identification and labeling more difficult. Compared to protons
that are character by unique sequences of amino acids and that are often interfaced with hydrophilic regions, lipids are less
recognizable due to their relatively inconspicuous hydrocarbon structures and their preference for hydrophobic environments.
Additionally, the complexity of lipid biosynthesis prevents the use of techniques analogous to simplifying protein research, such as
overexpression and radiolabeling, as many different downstream lipid species may be affected due to reliance on the original
biosynthesis pathway. These major differences contribute to the difficulty of finding and using lipid probes. One of the first notable
techniques for tagging lipids originated in the early 1980°s when several experiments involving one of the fatty acids in
phospholipid and glycosphingolipids-like analogues, which were replaced by 6 carbon tethers that were also connected to a
fluorescent probe (see research associated with Klausner and Karnovsky or Stierr and Stackmann [1,2,3,4]). Lipid labeling offers
an alternative to destructive methods that use detergents, such as the formation of homogeneous vesicles that are characteristically
different than the native environments for most lipids, to induce phase separation or separate membranes, allowing for
measurement made in native environments without immobilization [5]. There are three major types of lipid probes: fluorescent
probes can be used for identifying target membranes or lipids [1,2,3,4], spin-probes are useful for measuring membrane dynamics
[27], and isotopic probes are often used for membrane composition analysis [33].

Fluorescent Lipid Probes

probes are molecules associated with lipid systems that can be excited to emit energy that can be measured to identify
and track specific lipids. They can be divided into three categories: probes that target lipid components (such as gangliosides),
probes that flexibly associate with lipids despite their phase, and probes that have ordered or disordered phase preferentiality [5].
Commonly used fluorescent probes are shown below in Table 1, where the spectroscopic properties and phase preference are
included, and Figure 5.4.1 above demonstrates the visual response of fluorescent probes.

Figure 5.4.1. Subcellular organelles in yeast. The membranes in question are made visible under the fluorescence microscope by
staining with specific dyes. The cell size is 5-7 pm. Top row, from left to right: vacuoles, endoplasmic reticulum, mitochondria.
Bottom row: cell nucleus, lipid droplet, plasma membrane [34]
The first of these more specific groups consists mainly of fluorescent proteins that target lipid components, like cholesterol,
through inactivation mechanisms; this is the least populated group of lipid probes [6,7]. These offer bright and photostable
characteristics that are not very sensitive to environmental polarity or viscosity and are often the optimum dye to use when working
with fluorescence correlation spectroscopy, single molecule imaging and other super-resolution techniques [8,9,10,11].

The second group includes lipid-like dyes that associate with lipid membranes due to labeling of lipids or lipophilic structures of
non-lipid molecules that can demonstrate similar phases of biological membranes, such as the ordered and disordered phases seen
with lipid rafts [12]. Fluorescent lipid probes are chemical markers that can bind to certain functional groups that belong to one of
the two amphiphilic structures found in lipids: the hydrophilic headgroup or the hydrophobic tail. The function of study for the
lipid will depend on the choice of dye as the additional probe will chemically affect the local functionalization by changing
hydrophilic/phobic balance while also sterically impeding lipid packing in membranes [13]. Head group-associated probes are
useful for research where lipid head groups play a significant role, such as lipid sorting, while chain-associated probes are useful
for cases when chain regions are important, like studying membrane fluidity [14, 15]. The insertion of these marked lipids into the
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membrane or system of study is then facilitated by the lipid base of the probe. These tagged lipids have preferential association
with certain membrane phases and thus will show varying fluorescence depending on the environment, as well as affecting
membrane stability [16, 17, 18]. Additionally, lipophilic probes that consist of non-lipid structures can take the form of long-chain
hydrocarbons (LCH dyes) or poly-cyclic aromatic hydrocarbons (PAH dyes) can also be used [5]. LCH dyes include alkylated
cyanines and rhodamines, which have more similar structures to lipids than PAH dyes that consist mainly of neutral aromatic
compounds that lack alkyl chains [5]. These probes are often used with fluorescence correlation spectroscopy and single molecule
imaging [19, 20].

The third group of dyes, commonly referred to as environment-sensitive dyes, respond spectroscopically to local environment
properties like polarity, hydration, viscosity and pH while also being able to distinguish between ordered and disordered membrane
phases [21, 22]. These can be further categorized into solvatochromic probes that have fluorescence that responds to the
environmental polarity and viscosity-sensitive, molecular rotor probes that vary their fluorescence intensity and duration with local
viscosity. Solvatochromic dyes rely on changes in dipole-dipole or hydrogen bonding interactions with their environment that affect
the maxima of their excitation/emission spectra to give optical responses. These probes are used most often with ratiometric or
lifetime measurements due to the change in their emission spectra and lifetime as a response to their local membrane phase [15,
23]. Molecular rotors rely on local lipid interactions, which are directly related to membrane viscosity to affect the intramolecular
rotation of the fluorophore and thus the fluorescence quantum yield (or the ratio of number of photons emitted to the number of
photons absorbed) [24, 16]. These probes are also used with fluorescence lifetime measurements due to the relationship between
their fluorescence lifetime and local viscosity [25, 26].

Spin Probes

A spin probe is molecule with an unpaired electron that can associated to another molecule and can be used with electron
paramagnetic resonance (EPR) spectroscopy to identify lipid membrane dynamics. Common species include nitroxide radicals
associated with either the hydrophilic headgroup or the hydrophobic chains of the lipid molecules that can then be identified by
EPR to determine membrane fluidity through correlation with line-width and line-shape, which can describe local environmental
influences on the labeled lipids, as shown in Figure 5.4.2 [27]. Other available spin probes applicable to lipids include TEMPO
((2,2,6,6-tetramethylpiperidin-1-yl)oxyl) and DTBN (di-tert-butyl nitroxide), which are notably water-soluble and can interact with
the aqueous-hydrocarbon interface [28]. The main targeting mechanism for introducing these spin probes to native environments
involves adding spin labeled precursors that will be used in lipid biosynthesis pathways, which will then be integrated in target
membranes [29]. Spin labels are used in low concentrations in lipid systems to avoid spin-spin interactions and prevent membrane
disruption. Common experiments involve measuring the response of chain-labeled lipids as the labeling group moves down the
acyl chain of lipid segments away from the headgroup, which demonstrates an increase in spin the further away with increasing
distance from the headgroup [30, 31, 32].

T * T o T . T . T
0 5 10 15 20
Frequency (MHz)

Figure 5.4.2: Spin-Labeling EPR of Lipid Membranes, ESEEM spectra at 77 K of 5-PCSL (upper) and of 15-PCSL (lower) in
membranes of DPPC + 50 mol% cholesterol dispersed in D, O [26]

Table 1: Commonly studied fluorescent probes with associated spectroscopic properties and phase preferences [13]

Partitioning in giant Partitioning in giant
artitioning in giani
Name Absorbance Max (nm)  Fluorescence Max (nm) . g g plasma membrane
unicellular vesicles vesicles
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Name

Cholesterol derivatives
TF-Chol
NBD-Chol
Cholestatrienol
PE head group labeled
NBD-DOPE
NBD-DPPE
Rh-DOPE
Rh-DPPE
Texas Red-DPPE
DSPE-KK114
DSPE-PEG-KK114
PC acyl chain labeled
5-BODIPY-PC
12-NBD-PC
SM acyl chain labeled
5-BODIPY-SM
12-BODIPY-SM
6-NBD-SM
12-NBD-SM
4-Atto647N-SM
4-Atto532-SM
SM head group labeled
SM-Atto647N
SM-Atto532
LCH dyes
Dil-C18
DiD-C18
FAST DiO
R18
DPH

LcTMA-DPH

PAH dyes

Absorbance Max (nm)

495
470

324

470
470
560
560
595
640

640

505

470

505
505
470
470
644

532

644

532

550
648
490
554
350
350

Fluorescence Max (nm)

507
538
390

538
538
583
583
614
660
660

512

538

512
512
538
538
669

552

669
552

568
670
505
627
452

452

L Partitioning in giant

Partitioning in giant

. : plasma membrane
unicellular vesicles

vesicles
Lo (A, 80%) Lo (66%)
Ld (A) -
Lo (A) -
Ld (A) Ldb
Lo/Ld (A-C) Lo
Ld (A) Ldb
Ld (A) Ldb
Ld (A) -
Ld (D) -
Lo (D) -
Ld (A) -
- Ld
Ld (A, 78%) -
Ld (A, 69%) Lo (66%)
Ld (A, 88%) Ld (54%)
Ld (A, 95%) Ld (65%)
Ld (A, 97%) Ld (82%)
Ld (A, 90%) Ld (53%)
Ld (A, 97%) Ld (85%)
Ld (A, 88%) Ld (62%)
Ld (A), Lo (B) -
Ld (A) Ld
Ld (A) -
Ld (A) -
Lo/Ld (A, B) -
Lo (A) -
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L Partitioning in giant
Partitioning in giant

Name Absorbance Max (nm)  Fluorescence Max (nm) unicellular vesicles plasma nllembrane
vesicles
Naphthopyrene - 460 Lo (A) -
Perylene 436 447 Lo/Ld (A) -
Terrylene - - Lo (A) -
Solvatochromic probes
Laurdan 363 460-520 Lo/Ld (A,E) Lo/Ld
C-Laurdan 383 460-520 Lo/Ld (C) Lo/Ld
di-4-ANEPPDHQ 482 681 Lo/Ld (C) —
F2N12S 416 490/580 Lo/Ld (A)* -
F66NS 416 490/580 Lo/Ld (A)* -
NR12S 550 626 Lo/Ld (A)* -
Molecular rotors
FCVJ 433 500 - —
C-Laurdan-2 390 530 Lo/Ld (C) -
BODIPY-Ph-C12 500 512 Lo/Ld (A) -
GM1 derivatives
5-BODIPY-GM1 505 512 Ld (A, 79%) Lo (65%)
BODIPY-GM1 505 512 Lo (A) -
6-NBD GM1 470 538 Ld (A, 75%) Lo (67%)

* demonstrate some preference for the lipid disordered phase. Partioning of probes in giant unicellular vesicles (GUVs) for the
following lipid mixtures: A, SM/DOPC/cholesterol; B, DSPC/DOPC/cholesetrol; C, DPPC/DQPC/cholesterol; D,
DPPC/PhyPC/cholesterol; Lo and Ld refer to lipid ordered and lipid disordered phases, respectively

Isotopic Probes

2H, 1*C, 15N isotopes are introduced into specific metabolic pathways in biological systems and are used as labels for both lipid
intermediate and products [33, 34, 36]. They replace the more commonly found atom (*H, 2@, 15N) in certain molecules generally
without significantly affecting any biological processes while providing information for how those molecules are synthesized and
transported. For plants and bacterial lipids, 34S provides another source of isotopic labelling due to the prevalence of sulfolipids
[34]. These isotopic labels can be introduced through biosynthetic pathways [29] or by introduction of a pre-labeled lipid to the
organism [35]. These isotopic labeled molecules can then be identified using nuclear magnetic resonance (NMR) or

(MS), which take advantage of non-zero net spins characteristic of deuterium and carbon-14 isotopes or the difference
in mass/charge ratio attributable to the excess neutron in the isotope, respectively. A major benefit of using MS is being able to
couple the use of several isotopic labels with chromatography methods to label the same molecule through comparison of
mass/charge ratios and chromatographic retention times, which may be difficult with a single method due to the similarity in lipid
structure and synthesis pathways [33].
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5.5: Fluorescence on Membranes

The study of membranes poses a unique challenge in science due to their complex and fluid nature. Until recently, the majority of
experiments was conducted in either fixed samples or on population levels that did not give insight into individual events.
However, recent advances in fluorescence microscopy techniques have allowed scientists to visualize microscopic perturbations of
individual vesicles and have allowed the study of membrane dynamics at higher spatiotemporal resolution than before.

Direct Labeling of Lipids

The direct modification of lipids and membrane proteins has yielded several key discoveries in membrane biology, particularly in
phase transitions. Fluorescent dyes are conjugated to either the polar head group or the hydrophobic tail. Fusion proteins consisting
of a protein tethered to a fluorescent molecule such as GFP have also been used to study membrane protein interactions.

It was not until the 1990’s that fluorescence experiments were used to directly probe lipid interactions. Fluorescent labels that bind
to specific lipid phases were employed to show the effects of factors on phase separation in individual lipid vesicles. It was shown
that factors such as pH, temperature, and cholesterol were all integral to ordered phase separation in lipid membranes [1,2,3].
Furthermore, by labeling different lipid types, it is possible to examine curvature of different phases within a single vesicle [4].

68 437 42

+Chol - Chol

Figure 5.5.1: A,B,C) pH dependence of phase separation on giant unilamellar vessicles from human skin stratum corneal
membranes. D,E,F) Temperature dependence on phase separation. G,H) Cholesterol dependence on phase separation on pig native
lung surfactant.

Total Internal Reflection Fluorescence Microscopy (TIRFM)

TIRFM uses an optical phenomenon that occurs at the transition between two mediums with different reflective indices. In the case
of TIRF microcopy, the reflective indicies are that of the glass coverslip and the sample (usually water based). If a beam of light is
aimed at the critical angle, there is total internal reflection. When this happens, an evanescent wave is created that passes through
the sample and decays exponentially. This results in the illumination of a region that is only ~100 nm in depth. The illumination of
only the sample near the cover slip improves the signal to noise ratio at the membrane [5].

TIRF has been particularly important in the study of endocytosis at the membrane. A single endocytosis event occurs at a distinct
puncta no larger than a few hundred nm in diameter. it also occurs of the course of seconds to minutes. TIRFM is ideal for studying
these events in situ. It has allowed scientists to actively visualize the spatiotemporal properties of fluorescently labeled proteins for
the purpose of developing selective inhibitors of dynamin facilitated endocytosis [6]. Irannejad et al effectively used TIRF to show
that the receptors activate and continue to stay active during endocytosis and trafficking [7].
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Figure 5.5.2: Schematic of Epifluorescent and TIRF-based imaging techniques. (CC BY-NC; Umit Kaya)

Super Resolution Microscopy

Previous fluorescence microscopy techniques are physically limited in the resolution that they can obtain due to Abbe’s limit.
Abbe’s limit is determined by the medium and wavelength of light used. It dictates the maximum distance in which two distinct
points of light can be visualized. The limit for modern spectroscopic tools is ~200-300 nm. However, microdomains on membranes
such as lipid rafts are 10-200 nm in width and therefore lie below the lower limit [12]. To circumvent this limitation, a number of
techniques have been developed.

STimulation Emission Depletion (STED) Microscopy

STED imaging is a confocal based technique that employs the sequential illumination of an area followed by the illumination of the
surrounding area. The secondary illumination creates a red shifted emission that is not collected by the imaging device. The
resulting illuminated area is orders of magnitude smaller than what is attainable with conventional microscopic methods.
Furthermore, the rapid rate of data collection using STED has allowed the super resolution imaging of dynamic environments such
as the membrane. In combination with single molecule tracking methods, scientists have been able to follow the movement of
individual molecules across the membrane.

Figure 5.5.3: Illustration of STED Illumination. From left to right: the initial excitation, the secondary illumination, and the
resulting illuminated area. Picture courtesy of Marcel Lauterbach
It has been shown by Mueller et al. that the diffusion of sphingolipids across a live membrane was much slower than that of other
categories of lipids [8]. Sphingolipids are hypothesized to be enriched in lipid-raft environments. Furthermore, it was shown that
the rate of diffusion increased when upon depletion of cholesterol or inhibition of actin polymerization. These discoveries furthered
the development of the theory of both lipid rafts and the idea that the actin cytoskeleton and anchored membrane proteins serve as
corrals that inhibit lipid diffusion [9].

STochastic Optical Reconstruction Microscopy (STORM) and PhotoActivated Localization Microscopy (PALM)

Both STORM and PALM function on the same principle. When proximal fluorophores are simultaneously activated, their signals
are impossible to dissociate. However, if they are stimulated and captured individually, they can later be resolved using
computational methods. STORM uses antibodies labeled with pairs of inorganic dyes as activator/reporter dye pairs to create the
stochastic activation of individual dyes. PALM employs photoswitchable or photoactivatable fluorphores to create stochastic
activation and emission.

Recent developments in PALM have allowed the co-localization of Tetherin, a cytoskeleton anchoring protein, with that of lipid
rafts. This gave evidence for the association of lipid rafts with cytoskeletal components for the effective separation exhibited in
membranes. Furthermore, the synthesis of photoswitchable fluorophores that bind cholesterol and sphingolipids have allowed the
direct visualization and measurements of cholesterol and sphingolipid enriched domains [10].
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Figure 5.5.4. STORM super-resolution imaging. A) Schematic of STORM based techniques. B) Comparison of STORM to resolve
mitochondria and microtubules near the membrane surface. (Figures courtesy of bo.huang@ucsf.edu).

Fluorescence Recovery After Photobleaching (FRAP)

FRAP is an imaging technique that analyses the recovery of signal after a photobleaching event. In general, fluorescently labeled
lipids or membrane proteins in a small area are exposed to extreme laser power. This causes irreversible destruction of flurophores
leading to a bleaching effect. Then a time lapse is used to determine the kinetics of recovery of signal in the area after
photobleaching. The recovery time can then be used to determine the diffusion coefficient. The diffusion coefficient is directly
proportional to the rate of diffusion.

,w2

T — . -1
e (5.5.1)

where D is the diffusion coefficient, w is the radius of the photobleached area, and ¢ p is the diffusion time.

The method has been extensively used to explore lateral diffusion of both lipids and proteins about various membranes [11].
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Figure 5.5.5. Diagram of FRAP. (CC BY-NC; Umit Kaya)
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5.6: Near-field Scanning Optical Microscopy (NSOM)

Near-field scanning optical microscopy (NSOM), also called scanning near-field optical microscopy (SNOM), is a scanning probe
technique that overcomes the diffraction barrier in traditional far-field optical microscopy. Conventional optical microscopy
techniques are limited by the diffraction of light and the resolution is limited to roughly 250 nm, which make it very difficult to
resolve the domains or clusters in the cellular membranes[1]. The basic idea in NSOM is to confine the illuminating light to
nanometric dimensions to break the diffraction limit that cannot be achieved by traditional far-field optical microscopy([2]. Thus,
NSOM can produce high-resolution topographical and optical images to study biological membranes. Figure 5.6.1 shows the
diffraction of light and the near-field in the NSOM fiber probe.

diffracted
light

<= A

near field

Figure 5.6.1.1 Diagram illustrating near field optics. Diffraction of light coming from NSOM fiber probe. Showing wavelength of
light and the near-field. (CC BY Unported; Zogdog602).

Near-field Theory

In traditional far-field optical microscopy, the illumination source is a monochromatic plane wave[3]. The lens collecting the
scattering light is placed several wavelengths of the illumination light far away from the sample surface. This causes the commonly
known diffraction limit, that is far-field optical techniques are limited to resolve features approximately on the order of half of the
wavelength of the illuminating light due to the diffraction of light. However, the classical NSOM uses a tapered optical fiber probe
and an aperture that is much smaller than the wavelength of the light. As shown in Figure 5.6.2, after light passes through the
cantilever tip with nano-aparture, a optical near-field (or evanescent field) on the far side of this tip can be created that is not
diffraction limited[4]. Then the resolution in near-field microscopy is directly affected by the size of the aperture and independent
of the wavelength of the light.

beam deflection
laser

excitation
laser

cantilever with evanescent
‘—P nano-aperture wave

near field

Figure 5.6.2. Near-field technique[1]

NSOM Instrumentation

Standard NSOM normally contains three parts, the illumination unit, the collection and redistribution unit and the detection
module[3]. The illuminating light comes from the probe, goes through the aperture at the tip and interacts with the sample surface.
As light passes through the sample, the absorption or the fluorescence produced by the labeled molecules on the sample surface can
be collected. During the scan, the probe can be brought to the sample at a very small distance(<10 nm)[5]. The topographic and
optical images showing the high spatial resolution can be generated simultaneously. The lateral resolution can be reached down to
tens of nanometers, which is determined by the size of the aperture and sample-probe distance[6]. The probe tip movement is
monitored and controlled by the feedback system and the x-y-z scanner (usually piezoelectric) to keep the tip within the near-field.
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Figure 5.6.3 General principles of NSOM instrumentation[6]

Figure 5.6.4 shows three common modes of NSOM measurements, which are illumination mode, collection mode and scattering
mode for apertureless NSOM. In illumination mode, the evanescent field can be generated at the tip end when the illuminated light
passes through the probe near the sample. Then the scattered light from the probe-sample system is collected to generate the
NSOM image. In collection mode, the evanescent wave near sample is acquired by the local probe within near-field of sample. The
dashed line means the critical angle. Besides aperture NSOM, the NSOM with apertureless probe was also developed, which use
STM-like tip or AFM cantilever tip. The probe tip is also brought very close to the sample, and the scattering light is induced near
sample.
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Figure 5.6.4 Three types of NSOM measurements[5]

NSOM Fluorescence Imaging of Membranes

The combination of NSOM and the simultaneous fluorescence has been used to investigate the membrane systems such as lipid
bilayers, lipid rafts, membrane receptor, clustering and other small domains on the membrane[2]. The near-field technique makes it
possible to detect the small domains with high resolution that cannot be achieved by the traditional optical microscopes. Further,
the specific assignments of detected domains can be made by comparing the simultaneous fluorescence mapping and the surface
topography. Thus, the high-resolution images of NSOM combined with fluorescence can provide abundant information such as the
size and specific features of different domains on the membrane, which is very helpful for us to understand the membrane
organization and important function.

Supported lipid bilayers (SLB) studied by NSOM

Supported lipid bilayers (SLB) are phospholipid bilayers that contain different lipids, cholesterol or proteins. SLBs are significant
model membranes that have been studied for a long time. NSOM help researchers to better understand the crucial factors in the
small domains and structures in SLBs with high-resolution. NSOM images of SLBs can identify different domains of
dipalmitoylphosphatidylcholine (DPPC), dilauroylphosphatidylcholine (DLPC) on membranes[5].

Lipid rafts studied by NSOM

For the heterogeneous lipid domains in cell membranes, also called lipid rafts, NSOM has been used to visualize the nanolandscape
of ganglioside GM1 after tightening by its ligand cholera toxin (CTxB). Figure 5.6.4 demonstrates the resolution of NSOM being
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able to resolve nanodomains that were not possible with the conventional optical microscopes. NSOM was able to show the

nanodomains were smaller than 120 nm.

Figure 5.6.4 Representative NSOM fluorescence image of CTxB-GM!1 cell surface[6] (scale bars: 1um)

Membrane protein receptors studied by NSOM

The formation of receptors nanoclusters on membrane could also be investigated by NSOM. For example, the distribution of
receptor DC-SIGN, a transmembrane protein in immature dendritic cells (DC) has been studied by NSOM. As shown in Figurel.5,
about 80% of the immature dendritic cells' protein receptors are approximately 185 nm in diameter. The "finger" domains are the
main topographic feature of dendritic cells, where the colorful fluorescent areas indicate nanocluster distributions of DC-SIGN

receptors.

Figure 5.6.5 Immature DCs image using near-field fluorescence (color) and topographic (gray)[6] (scale bar: 1um)

Summary

NSOM has great advantages in studying biological membranes over conventional optical microscopy. The combination of near-
field technique and scanning probe techniques utilized by NSOM can generate high spatial resolution images beyond the
diffraction limit, which is not possible in conventional optical microscopy. Combined with fluorescence technique, NSOM can
show both topographic image and the simultaneous optical fluorescence image that can detect the small domains and the specific

features in membrane systems.
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5.7: Single Molecule Tracking

Single Molecule Tracking (SMT), also known as Single Particle Tracking (SPT) or Single Dye Tracking (SDT), refers to a class
of non-invasive techniques that involve direct spatial observation of individual molecular or particle entities as a function of time.
Though precise experimental methods may vary depending on the demands of different applications, SMT generally relies upon
high resolution imaging of a nanoscopic reporter (i.e. probe) that is stably attached to a biomolecule of interest. Unlike ensemble
techniques such as fluorescence recovery after photobleaching (FRAP), SMT can be used to probe nanoscale heterogeneities and
dynamic processes that may otherwise be obscured in data that has been averaged across numerous measurements from many
molecules over time. Biophysical applications for SMT have expanded extensively since the development of organic dye reporters
in the early to mid-1990’s, as well as in response to the continual advancement of super-resolution imaging systems. Due to its high
resolution and real-time observational capabilities, SMT has proven especially valuable for observing the spatiotemporal dynamics
of biological processes both in vitro and in vivo [1-3].

Reporters

During SMT experiments, reporters (i.e. labels) are used to observe molecules of interest. Per terminology coined by Clausen and
Lagerholm [1], reporters are generally each comprised of two parts: a ‘specificity’ module that can reliably target the biomolecule
of interest, and a ‘label’ module that allows for direct visualization (see Figure 1). Except in cases of autofluorescent molecules,
reporters are often attached using biochemical means (e.g. bioconjugation of labeled antibodies). To ensure high specificity and to
reduce the likelihood of reporters influencing the behavior of a targeted biomolecule, a 1:1 reporter-biomolecule binding ratio is
commonly treated as ideal. Reporter size must also be taken into consideration; while small reporters are less likely to influence
native biomolecule properties and behaviors, large particles tend to produce higher signal-to-noise ratios during observation.
Bearing in mind that the type of reporter used can have a significant impact on the limiting resolution and overall accuracy of a
SMT experiment, it is extremely important that appropriate probes are chosen to meet the demands of the study being conducted.
The following three subsections contain information on customary types of reporters used in SMT [1, 2].
SPT labeling modules > 40nm
=5-8nm
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Figure 1: SPT labeling and specificity modules [1].

Non-Fluorescent Particles

Non-fluorescent particles such as gilded nanoparticles and polystyrene beads were among the earliest developed probes for SMT.
The spatial coordinates of gold or gold-covered nanoparticles with diameter sizes no smaller than 40 nm can be readily determined
with nanometer precision using enhanced differential interference contrast microscopy (DICM). Benefits of non-fluorescent
reporters include, high photostability, temporal resolution, and optical performance, but at the cost of limited mobility. For smaller
gold particles (less than 40 nm in diameter), complex visualization methods such as photothermal heterodyne imaging, which takes
advantage of the effect of heated particles on the refractive index of its local environment, have been shown to locate reporters
within a positional accuracy of 20 nm and a tracking rate of 30 Hz in living cells [1, 3].

Organic Fluorescent Dyes and Autofluorescent Biomolecules

Organic fluorescent dyes are extremely versatile in that they can be easily conjugated with high specificity to a variety of
biomolecules such as lipids, proteins, and DNA. With effective diameter sizes that range between 1 — 2 nm, organic fluorescent
dyes are advantageous because they are less likely to perturb the functionality of the molecules being studied. Moreover, they are
amenable to multi-color SMT, a variation of SMT where multiple dyes are simultaneously visualized by use of optical filters that
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separate emission spectra, and can be used to signal multi-particle interactions using techniques such as Forster Resonance Energy
Transfer (FRET). The major disadvantages of using organic fluorescent dyes are poor photostability and small absorption cross-
sections. Together, these factors affect SMT experiments by restricting image collection times to only a few seconds before
photobleaching and result in poorer localization precision. Overall, ideal fluorophores are relatively small in size, exhibit robust
photostability, have high extinction coefficient values and quantum yields, emit signals with little intensity fluctuation in the
timescale of the events being observed, are excitable by light with wavelengths within the visible range of the electromagnetic
spectrum, and can be stably conjugated to the biomolecule of interest.

Autofluorescent biomolecules tend to be slightly larger than organic dyes, but can be genetically encoded into the biomolecule of
interest and therefore require no additional chemical modification. Similar to organic fluorescent dyes, autofluorescent molecules
are prone to photobleaching as well as broad emission spectra, lower photon emission before photodissociation when compared to
organic fluorescent dyes, and blinking (i.e. intermittent) emission properties. [1, 4]

Quantum Dots

Quantum dots (QDs) are semiconductor nanocrystals with size-dependent emission wavelengths that result from quantum
confinement effects. With inorganic cores ranging from 4 — 10 nm in diameter, QDs can be rendered biocompatible using surface-
functionalization techniques that extend the diameter of the particles to sizes up to 10 — 30 nm. When compared to non-fluorescent
and fluorescent labels, QDs offer a model compromise between having particles small enough so as not to markedly affect the
biomolecule of interest, yet still exhibiting the superior optical properties required for high resolution localization and tracking.
Namely, QDs have been found to emit two to three orders of magnitude more photons before photodissociation, in addition to
exhibiting extinction coefficient values up to ten times larger than organic dye counterparts. The most challenging aspect of using
QDs tends to be controlling the number of biomolecules attached to a single reporter at any time, although new strategies for
reducing QD size and synthesis of monovalent particles are continually being developed. QDs can also be technically challenging
to deliver into the cytoplasmic domains of living cells and tend to produce blinking emission signals. Like conventional fluorescent
dyes, they can be used for multi-color SMT [1, 5].

Data Analysis

The conventional output of a SMT experiment is a time series of hundreds of thousands of digitized images where the reporter is
detected as a visible diffraction pattern that is the convolution of the particle shape with the point spread function (PSF) of the
optical system. Fitting and deconvolution of this function allows for particle localization with sub-pixel resolution, often with the
center of the reporter particle taken as coincident with the centroid of the PSF. For diffraction patterns that appear as concentric
rings, the intensity profile of the central ring (i.e. Airy disk) can be fit to a 2D spatial Gaussian described by Eqn. 1:

1 (x,y) ~ Lpexp{-(x-x0)?/2w* Jexp{-(y-x0)*/2w”} Eqn. 1 [1]

Where I is the intensity at the center of the disk and w is the PSF. The full-width-at-half-maximum (FWHM) of the function
ultimately determines the positional accuracy of a measurement and can be related to the wavelength of the excitation light, A, as
well as the numerical aperture of the microscope objective, NA, as described in Eqn. 2:

FWHM = w{8log(2)}"? ~ M(2NA) Eqn. 2 [1]

The diffraction limit of light prevents resolution of two particles separated by a distance less than the FWHM, which tends to be
approximately 250 nm for visible light at a NA of 1.3 [1]. When particles are separated by a distance longer than the FWHM, the
objects are detected as discrete, visible diffraction patterns that can individually be described usin g the equations provided above.
Consequently, it is necessary for reporters to be present in very dilute concentrations when performing SMT and only a small
number of biomolecules can be investigated at any given time [1]. Even though resulting diffraction patterns are popularly fitted to
a Gaussian distribution during analysis, a number of algorithms exist to provide more accurate approximations specific reporters
and experimental set-ups [6].

Once a reporter has been localized in each snapshot, its position can be traced across multiple frames to estimate the spatial
trajectory of the particle as it was observed over time (see Figure 2). The mean square displacement (MSD) is frequently measured

with respect to time lag to inform diffusion studies whereas trajectory steps can be further analyzed to distinguish the type(s) of
motion observed (e.g. anomalous diffusion, confined motion, directed motion). This process of localization and reconstruction is
arduous when performed manually or with heavy user involvement, so several computer algorithms have been developed over
recent years to facilitate accurate localization and unbiased tracking of particles during SMT data analysis [1].
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Figure 2: SMT performed by Dahmane, Rubinstein and Milhiet [7]. A red fluorescent antibody label was attached to a protein and
localized with sub-pixel resolution by analyzing the diffraction-limited image of the emission, for which the corresponding
intensity distribution was approximated as a 2D Gaussian function with a position precision (FWHM), o. Trajectory was tracked by
marking the displacement of the protein between frames in chronological order (frames taken at 3 and 21 seconds shown here).
During analysis, measurements of the MSD over time were compared to trends associated with known types of diffusion to classify
the mode of motion. The green emission corresponds to another labeled protein (tracking not shown here).

Methods

Images for SMT are acquired using highly sensitive, low-noise cameras. Acquisition rates can range between 10 — 40000 Hz,
depending on experimental conditions and restrictions imposed by the type of reporter being observed [1]. SMT can be performed
using a variety of experimental configurations. Examples of widely used types of SMT are described in the following three
sections:

Two-Dimensional (2D) SMT

Two-dimensional (2D) SMT is common for probing samples that are fixed to a planar surface or compartmentalized within the
plasma membrane of a cell. For these studies, wide-field illumination is preferred to enable parallel detection of multiple reporters
and, in effect, rapid data acquisition. Total Internal Reflection Fluorescence (TIRF) microscopy (see Figure 3) , which illuminates
samples using an evanescent wave generated by focusing a laser beam on the back focal plane of an object, has been found to
provide excellent signal-to-noise ratios when used to excite reporter molecules in close proximity to the excitation plane. TIRF
microscopy is highly suitable for cell membrane studies as the basal membrane is often in contact with the underlying glass
surface, but less applicable when targeting reporters located in the bulk cytoplasmic region of a cells. For visualizing interior
reporters, other advanced illumination methods such as Highly Inclined and Laminated Optical (HILO) Sheet Illumination and
Light Sheet Fluorescence Microscopy (LSFM) have been demonstrated as effective methods [1].
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Figure 3: TIRF schematic diagram. An evanescent wave is used to excite fluorophores located in the region of the cell membrane in
contact with the supporting glass slide [6].

Three-Dimensional (3D) SMT

Early forms of three-dimensional (3D) SMT utilized confocal microscopy to record a series of confocal image stacks along the axis
normal to the basal plane of a sample, but were limited to very slow dynamic processes using this method. For tracking faster
phenomena, alternative methods such as two-photon excitation — a method that relies upon an orbital scanning scheme combined
with a feedback loop to locate particles in 3D — have been developed. The most straightforward approach monitors changes in the
PSF during wide-field illumination, which undergoes subtle shifts when displacing in the z-direction (i.e. above and below the
focal plane). Other approaches, not unlike in the case of 2D SMT, rely on complex illumination methods such as LSFM [1].

Multi-Color SMT

Multi-Color SMT can be performed to simultaneously observe co-localized fluorescent reporters by using appropriate filters to
distinguish particles by their characteristic emission spectra. Filters are often coupled with additional measures such as alternating
excitation lasers to reduce cross-talk between fluorescent signals. Given their narrow emission spectra, QDs are usually ideal for
these applications. High-speed Hyperspectral Microscopy (HSM) — a technique that uses a scanning single laser to excite a
diffraction-limited volume of a sample at a given time — has been shown capable of performing SMT with up to eight species of
QDs. However due to technical limitations of standard fluorescence microscopy set-ups, only up to three kinds of reporters are
routinely observed over the course of a single experiment [1, 4].

Applications

With its unique capacity to observe dynamic biological interactions and behaviors with high spatiotemporal resolution, SMT has
emerged as an invaluable tool for investigating a multitude of biological and biophysical phenomena. Early studies focused on
elucidating descriptions of nonergodic transport and biomolecular motility, but applications have since expanded to encompass a
wide range of topics. Processes that have been studied using SMT include, but are not limited to the following:

o Intra- and inter-cellular diffusion of biomolecular structures (e.g. proteins, DNA, lipid vesicles) [1-3]
o Translocation of molecular motors along microtubles [2]

¢ Organization and transport of lipids, lipid domains, and proteins in the plasma membrane [1]

o Transport of substrates through nuclear pore complexes [7]

o Protein-protein interactions, conformational changes, and ligand binding events using FRET [4]

¢ Gene expression [2]

o Transcription factor binding [2]

e Virus internalization, signalling, and transport in cells [1, 2, 8]

¢ Assembly and disassembly of the actin cytoskeleton [9]
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5.8: FTIR on Membranes

Fourier Transform Infrared (FTIR) Spectroscopy is a widespread, relatively cheap technique for studying the structure of
compounds through chemical bond vibrations. Since there are already pages dedicated to FTIR and Attenuated Total Reflectance
Fourier Transform Infrared Spectroscopy (ATR-FTIR) this page will not go into the details of the theory associated with these
techniques, but will instead describe these techniques in relation to lipid membranes.

Brief Overview of FTIR

This technique uses unpolarized radiation that is most often emitted using an interferometer. Since each chemical bond vibrates at a
specific frequency absorption occurs when radiation at the same frequency is encountered. An interferometer is often the source of
radiation due to its ability to scan through radiation frequencies continuously. The output of the instrument is an interferogram
which is Fourier transformed into an output of percent transmittance versus wavenumber(cm™). Most IR spectrometers emit
wavenumbers in the range of 400cm™ to 4000cm™. Biomembranes are good candidates for FTIR because most phospholipids have
infrared active bonds on the headgroup, interfacial region and hydrophobic region(Ruthven N.A.H. and Lewis, 1998)[1]. Since
FTIR can provide information on the degrees of freedom within a molecule it is useful in determining how physically constrained a
sample of molecules are. Two major uses of FTIR applied to lipid membranes are to study the fine structure of the lipid
components and the phase transition properties of a lipid membrane.
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Figure 5.8.1: IR spectrum of Formaldehyde. (CC BY-SA-ND; William Reusch). A table of IR absorbance’s can also be found at
www?2.chemistry.msu.edu/faculty/reusch/virttxtjml/Spectrpy/InfraRed/infrared.htm

Structure

Liquid Phase Phospholipid Bilayers

Liquid Phase membranes are characterized by the ability to rapidly move in the plane of the membrane and occasionally flip
between the two membranes. The movement between two membranes is called a flip-flop. The structure of lamellar liquid-
crystalline lipid bilayers are of special interest to the biological and biomedical sciences because it is the only lipid phase which has
been demonstrated to exist in adapted biological membranes (McElhaney, 1984)[2]. Since this phase also has the most vibrational
freedom it also produces broader bands on the IR spectrum. Despite this drawback FTIR can still be used on liquid-crystalline
samples to tell us about the hydration states and hydrogen bonding of lipids using the phosphate absorbance of a phospholipid. The
hydrocarbon chain methylene groups of liquid crystalline produce absorbance’s that can be used to measure conformational
disorder of the chain due to methylene group rocking in vibrational modes (Snyder and Poore, 1973)[3].

Gel-Phospholipid Bilayers

Gel phase, also referred to as solid phase, is characterized by reduced lateral mobility and the loss of the ability to flip-flop. Due to
the decrease in mobility and conformational freedom the FTIR spectrum of gel phase membranes produce sharper bands resulting
in higher resolution that is useful for structural studies, in particular relating to the hydrocarbon chain and if temperature is reduced
enough eventually peaks from headgroups become sharper. FTIR on gel phase lipid bilayers is what demonstrated that some, and
perhaps all, lipid membranes squeeze water out of the polar/apolar interfaces when the hydrocarbon tails undertake the mixed-
interdigitated form upon cooling (Lewis and McElhaney 1993)[4]. An important conformational difference between liquid and gel
the phase is that in gel the phase all methylene groups of the hydrocarbon chain are in the trans conformation. Trans conformation
can be seen by the disappearance of methylene rocking in the gel phase. Some have taken to using this property a sign for
hydrocarbon chain-melting phase transition (Chia and Mendelsohn, 1992; Chia et al., 1993)[5][6].
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Crystalline Phospholipid Bilayers

Crystalline phase lipids are fixed in their position and contain the lowest level of conformational freedom which produces the
sharpest peaks with the finest level of detail, but collecting this type of information may require specialized IR techniques using
isotopically labeled materials(Lewis and McElhaney, 1996)[7]. Although the number of phospholipids measured at these
temperatures is limited, one property that has been shown for phosphotidyl ethanolamine(PE) bilayers is that headgroup-headgroup
interactions persist to very long chain lengths(Lewis and McElhaney, 1993a)[8].

Phase Transitions

A major use of FTIR on phospholipid bilayers is to study phase transitions of various types of lipids. To do this a table of common
IR bands are used to characterize the phase transition(Lewis, R. N. A. H. and McElhaney, R. N. 1996)[9]. Although phase
transitions in samples are usually quite complete, biologically speaking it is common for two different phases to coexist in the same
membrane.

Liquid Phase Hydrocarbon Chain-Melting

One common method of tracking phase transition of lipid membranes is to track hydrocarbon chain-melting through the
aforementioned methylene group rocking at 2850cmA-1. This measures the conformation freedom of the hydrocarbon chain and
can act as a signal of lipid transition between liquid and gel phase(Casal, H. L. and Mantsch, H. H., 1984)[10],( Senak, L., Davies,
M. A., and Mendelsohn, R. 1991)[11].

Crystalline and Gel Phase Transition

When doing studies of crystalline and gel phase transitions spectroscopic markers that are sensitive to intermolecular close-contact
interactions can be utilized. The sharper peaks caused by the reduction in vibrational energy allows for resolution of interfacial
hydration patterns, headgroup-headgroup interactions, headgroup-solvent interactions and also the same hydrocarbon chain packing
signals described previously. Often the method to differentiate between gel phase and liquid-gel phases is to follow two distinct
signals and watch as one disappears while the other remains(Mantsch, H. H., Madec, C., Lewis, R. N. A. H., and McElhaney, R. N.
1985)[12]. IR spectroscopy can be used to distinguish between crystalline to liquid-crystalline phase transition, but this information
requires the signals from several IR markers. (Ruthven N. A. H. Lewis and Ronald N. McElhaney, 2007)[13]. Studies of lipid
phase transition has allowed for a deeper understanding of membrane dynamics in cells lending possible explanations of lipid
organization in living cells.

Practical Considerations

One major consideration when doing IR spectroscopy on hydrated lipids is avoiding the bands produced from compounds in the
buffer solution. The most common solution to this problem is to use a blank to subtract out these bands, but IR radiation may not
reach the detector if the absorption bands are very strong. One potential solution to this issue is ATR-FTIR. For this technique the
sample is put on in inorganic crystal and the IR radiation is passed through the sample at an angle that is higher than the critical
angle of total internal reflection(Frengeli, U. P. 1977)[14]. One potential problem with ATR-FTIR on hydrated lipids is that the
materials used can be highly polar which can interact with the samples changing the bilayer’s properties(Cevc, G. C. and Marsh, D.
1987)[15]. One benefit of FTIR is the ability to analyze living cells. One application of this method is used to rapidly identify
specific species of bacteria. This takes advantage of the fact that different species of bacteria have unique macromolecular
makeups. These compositional differences act as fingerprints for microbial identification (Duygu et al., 2009)[16]
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5.9: Raman Spectroscopy on Membranes

Raman spectroscopy is a spectroscopic technique that was developed by the Indian physicist Sir Chandrasekhara Venkata Raman in
the first quarter of the 20thCentury which led to his Nobel prize in physics in 1930.1 His Nobel prize was based on the discovery
and ability to quantitatively understand the structure of molecules through the detection of inelastically scattered light when a
sample is exposed to radiation of a specific frequency.

Classical Model of Scattering

The classical model for the scattering of light in Raman spectroscopy is a process in which the oscillating electric field (E’) from a
specific frequency of light (+») induces a dipole moment (ﬁin duceq) i @ molecule. The magnitude of the dipole moment depends on
the molecules polarizability (c).

ﬁinduced =aF (591)
The electric field which oscillates at a specific frequency () can be represented as:
E = E, cos(2mv,t) (5.9.2)

In this classical model, the oscillating dipole produces energy in which all frequencies of the light are emitted in all directions
except the positions parallel to the induced dipole. This scattering of light is called “Rayleigh” or elastic scattering due to an
energy difference of zero since the frequency of light emitted is the same frequency of the incident light. However due to the
molecular vibrations of the molecule, variations in the molecules polarizability occur. This is best represented through the classical
harmonic oscillator model for a diatomic molecule. A Taylor series expansion for the diatomic polarizability as a function of its
vibrational coordinate sets a basis for understanding the variations of the polarizability. Using the first order approximation relative
to the equilibrium position:

O
a=a,+ (%)OQ (5.9.3)

Q = Acos(27y;t) (5.9.4)
Through back-substitution of @,  and E into Hinduced the following result appears:

Dinduced = Q0B+ (g—g) [Acos(2my;t)] [E, cos(2mv,t)]

=B+ (g—g)oEo [Acos(2mvit)] [cos(27,t)]

— ayE, cos(2mv,t) + (%) (%) B Afcos(2m (vy-+11) ) + con(2 (v, 1))

The result of this harmonic oscillator approximation results in three key scattering processes, the first term is the Rayleigh
scattering described above, however two interesting processes appear. The (¥ + %) term indicates an increase of frequency by v;
from the Rayleigh scattering, this term is named “anti-Stokes” Raman scattering, while the (¥» —#:) term indicates a decrease of
frequency by ¥, this term is named “Stokes” Raman scattering.? Stokes and Anti-stokes Raman Scattering are defined as inelastic
scattering of the incident light frequency, and the intensity of these shifts in the visible region are much smaller than that of the
incident light. These shifts can be seen on an energy level plot below:
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Figure 5.9.1. Energy level diagram for elastic and inelastic scattering of light
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Quantum Model

The quantum mechanical explanation for Raman scattering arrives at the same conclusion as the classical model, but with the wave
functions of the molecules. A brief explanation of the relative intensities of the Stokes and anti-Stokes Raman frequencies is
explained through the occupation of the v =0 and v =1 vibrational quantum states. As shown in Figure 5.9.1, it can be seen that
Raman anti-Stokes populates the v = 1 state at room temperature and the Raman Stokes populates the v =0 at room temperature.
At room temperature, the relative population of these states is expressed through the following ratio:3

Nt o -aE/bT (5.9.5)
v=0

In a equilibrium state and at room temperature, the ratio of v = 1 to v = 0 will be very small, due to the Boltzman exponential,
which means almost all of the possible states are in the ground state. This helps draw the conclusion that because mostly all of the
states are in the ground state, then the Raman Stokes frequencies will be greater populated and thus have a greater intensity than the
anti-stokes Raman frequencies. The symmetry of a molecule is directly proportional to the allowed transitions between two
vibrational energy levels in the expected Raman spectrum. These allowed transitions are dictated by the selection rules, meaning
the matrix element of polarizability between two states. In braket notation:4

(Wolalthr) >= / Va1 dQ (5.9.6)

If the matrix element is zero, the polarizability is a constant and thus it will be independent of vibrations along the coordinate.4

In contrast with Infrared Spectroscopy, the matrix element for transitions between states is dictated by the dipole moment operator,
£ and the same rules apply. However, there is a rule in which the Raman and Infrared spectra can be differentiated through
molecules that have an inversion center. When a molecule under goes an inversion operation, the electric dipole moment operator
changes sign, which leads to (x,y,z) becoming (-x,-y,-z). However, the polarizability does not change when under inversion, so a
molecule with an inversion center that has observed vibrations in the infrared spectrum, will not be observed in the Raman
spectrum and vice versa.l

Group Theory and Vibrational Modes

Symmetry plays a huge role in deciphering the structure of a molecule when using an Infrared or a Raman spectrum. By using
group theory, the number of vibrational, rotational and translational modes can be determined which can then be referenced to the
character table of the point group of the molecule. For any molecule, the number of vibrational modes is equal to:

3Natoms —6  if molecule is non-linear

Vibrational Modes = { (5.9.7)

3Natoms — D  if molecule is linear
In order to determine the vibrational modes, the point group of the molecule must be determined and each atom in the molecule
will be assigned a Cartesian coordinate axis. Each point group has its own collection of symmetry operations and this is represented
through a character table.5 In the character table there are symbols, called Mulliken symbols which represent how a molecule is
transformed under the operation of the symmetry elements. Mulliken symbols can have characters like “A1” which represents a
completely symmetric species and with each Mulliken symbol, the number of Infrared or Raman peaks can be identified. Infrared
peaks are closely correlated with translational (x,y,z) and rotational (Rx,Ry,Rz) coordinates, while the Raman peaks are correlated
with tensor coordinates (xy,yz,xz, x2— y2,.. etc). After a molecule under goes the symmetry operations, the total number of
Mulliken symbols will be tabulated in order to form a reducible representation. The reducible representation is then subject to
become an irreducible representation through the following formula:5

1
n; = 7 zc:wiwr (5.9.8)

Where n; is the number of Mulliken symbols, h is the total number of symmetry operations, gc is the total number of symmetry
operations of that specific type, ci is the character of the irreducible representation and cr is the character of the reducible
representation. From this irreducible representation, the number of translational and rotational modes can be subtracted and the
total number of vibrational modes will be found. Additionally, in the vibrational modes there are possibly two types of motions that
can be deduced, these are the bending and stretching modes. Stretching modes can be found by assigning a vector to the length of a
bond of interest in the molecule, and performing the symmetry operations to determine a irreducible representation. The bending
modes could then be found via subtraction of stretching modes from the total vibrational modes.5
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Due to the symmetry of a molecule, the polarizability which is a second rank tensor has different shapes.

(6 7% gy Oy Ay
ay | (apoya,) = | ayzoyyay, (5.9.9)
a, Qg Oy Oy

The polarization (?) can now be written in matrix form:

Olpy Qgy Oy E, P,
Oy Oty Oty E,|=1|P (5.9.10)
Qg Oy Oy E, P,

By diagonalizing the polarizability matrix, there are only three polarizabilities that are non-zero along the principle axis of the
molecule and depending on the symmetry the polarizability elements may or may not equate. An important aspect of polarization
experiments in Raman Spectroscopy is the ability to depolarize the scattered Raman light. Completely symmetric stretches like
“al” will be strongly affected when the incident light is orthogonal to the intensities of the scattered light. This depolarization of
the scattered light will be evident in the relevant intensity ratios between Raman spectra of the depolarized spectrum and polarized
spectrum.5

Common Lipids

There have been countless amounts of molecules studied through their vibrational Raman shifts, this includes organic, inorganic,
polymeric molecules and biochemical compounds. Biochemical compounds of interest like lipids have been studied and their
corresponding Raman shifts have been characterized. Lipids are characterized as oily molecules that are soluble in non-polar
solvents and are not miscible in water. Some common lipids that can be studied are Cholesterol, saturated and fatty acids,
Triglycerides and Phospholipids and many more. Cholesterol, which is apart of the Sterol structural class is recognized by the
fusion of three six-membered rings and a five-membered ring. Cholesterol is amphipathic and is characterized with a polar head
group (hydroxyl) and a non-polar hydrocarbon body. These sterols have both a structural component in membranes and also as
precursors to the synthesis of a variety of steroid complexes.6 Free-fatty acids as shown in Figure 5.9.2, have common derivatives
like fat and oils and are characterized by a terminal carboxylic acid functional group and a fatty acid tail. The degree of
unsaturation in the tail dictates many different properties and are classified as unsaturated and saturated fatty acids. Triglycerides
are the product of esterification which are characterized by three fatty acids covalently bonded to each of the three hydroxyl groups
in Glycerol. If the polar head group is chemically bound via a phosphodiester linkage then a phospholipid is formed.6 Triglycerides
and Phospholipids are very common in food items such as olive oil, butter and even beer fat. The different chemical properties, like
melting points are all dictated by the identity of the non-polar tails of the molecules. Generally, if an oil is composed of unsaturated
tails (double bonds) then the oil will be solid at room temperature, and if the oil is completely of saturated tails then the oil will be
in the liquid state.6
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Figure 5.9.2. Cholesterol, Fatty Acids and other Common Lipids in Biochemistry
Raman Modes in Fatty Acid Methyl Esters (FAME)
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Figure 5.9.3. Typical Raman spectra of unsaturated (oleic acid, 18:1) and saturated(stearic, 18:0) FAME as solids(sol.) or liquids
(lig.) The peak numbers refer to assignments in Table 1.7
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Raman spectroscopy can be used on these types of lipids in order to distinguish between lipids of different carbon counts. Below in
Figure 5.9.3, are Raman spectra of unsaturated (oleic acid, 18:1), saturated (stearic, 18:0) and Fatty Acid Methyl Esters (FAME) as
solids(sol).7 It can be seen in the Raman spectra that there are quite a few characteristic peaks in this frequency range that is
common in organic chemistry, these common peaks are summarized and assigned in Figure 5.9.4 below.

Band position

Band (cm™) Assignment

1 1730-1750 v(C=0) Carbonyl stretch (5)

2 1640-1680 v(C=C) Olefinic stretch (5)

3 1400-1500 &(CH,),. Methylene scissor deformations (5)

4 1295-1305 8(CH,),,, Methylene twisting deformations (5)

5 1250-1280 8{=CH)iIJ In-plane olefinic hydrogen bend (5)

6 1100-1135 v(C-C), In-phase aliphatic C-C stretch all-trans (36)

7 1080-1110 v(C-C), Liquid: aliphatic C-C stretch in gauche (39) and
v(C-C) Solid: aliphatic C-C stretch all-trans (38)

8 1060-1065 v(C-C)__ Out-of-phase aliphatic C-C stretch all-trans (37)

9 800-920 v(C,-C,), CH3 ,, v(C-0) Solid: mixture of stretches and rocks at acyl and

methyl terminals. Complex broad plateau in liquid state (28)

Figure 5.9.4. Corresponding Assignment of Modes for Band Positions in Figure.7

Raman frequencies corresponding to different vibrational modes that was partly described in the group theory section, can be
determined from the spectrum and chemical structure. One of the most notable stretching modes that is generally looked for in a
spectrum is the carbonyl stretch (C=0) in the wave number range of ~1730 to 1750 cm-1.7 This is generally the most followed
stretching mode because it is easy to identify on a spectrum and generally there is only one carbonyl in a fatty acid molecule.
Because of the uniqueness of the carbonyl stretching frequency for each different FAME molecule, the identity of an unknown
FAME molecule can be known if the Raman spectrum is known. This experiment was performed on different FAME molecules
with different numbers of carbon in the Fatty Acid Tail, the resulting curve is shown in Figure 5.9.5. This experiment shows that as
the number of carbons increase in a tail, the stretching frequency for the carbonyl in FAME molecules generally follow and
increasing trend. This is an important result, because the identity FAME molecule can be found by measuring the Raman spectrum
and referencing the carbonyl stretching frequency.7

0) position (cm~1)

v(C=

1748

1746

1744 4

1742 4

1740
4

9 14 19 2
Number of carbons in chain

Figure 5.9.5. Effect of Chain Length (4-24 carbons) on the position of the carbonyl stretching mode for liquid-state saturated

FAME.7

Summary

o Raman Spectroscopy involves the inelastic scattering of light on a molecule and how the tabulation of these values leads to
vibrational shifts which are unique for each molecule.

o The expectation value of the polarizability decides whether a vibrational transition will occur or not.
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o The number and identify of the vibrational mode(s) of a molecule can be determined by utilizing group theory relationships.
¢ Raman Spectroscopy can be applied to biological molecules of interest, especially lipids.
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5.10: Nuclear Magnetic Resonance (NMR) Theory and Solution NMR

Nuclear magnetic resonance (NMR) occurs when nuclei in an unmoving magnetic field is disturbed by an oscillating magnetic
field; the nuclei generate an electromagnetic signal, whose frequency depends on the magnetic field applied. This happens near
resonance, where the frequency of oscillation aligns with the frequency of the nuclei. The magnetic field strength, chemical
environment, and isotope affect resonance. NMR spectroscopy is used to elucidate the structure of organic molecules, study
crystals and non-crystals, and can be applied to medical diagnostic imaging. NMR has three basic steps: nuclear spins are aligned
in a magnetic field, the nuclear spins are disturbed by a radio-frequency (RF) pulse, the NMR signal is detected during or after the
RF pulse. NMR was described by Isidor Rabi in 1938 and he won the Nobel Prize in Physics in 1944. Felix Bloch and Edward
Mills Purcell used NMR on lipids and solids and won the Nobel Prize in Physics in 1952. Yevgeny Zavoisky observed MNR in
1941, prior to Bloch and Purcell; however, he discarded the results as unreproducible. Alongside x-ray crystallography and
cryogenic-electron microscopy, NMR is one of the three techniques that is used to elucidate the structure of proteins.

Nuclear Spin

Atomic nuclei of protons and neutrons have spin, an intrinsic quantum property; it is an angular momentum similar to the angular
momentum of a revolving orb. The overall spin of nuclei is dictated by the spin quantum number, S. If the numbers of protons and
neutrons in the nucleus are even, S=0, which means no overall spin. Electrons couple in non-degenerate atomic orbitals; even
numbers of protons or neutrons, which are spin 1/2 fermions, also give no overall spin.!

Protons and neutrons have lower energy when spins are aligned; the parallel spin alignment of particles does not violate the Pauli
exclusion principle. The quark structure of protons and neutrons is responsible for the lower energy; the spin ground state for the
nucleus of deuterium, which has one proton and one neutron, is one, not zero. Tritium, due to the Pauli exclusion principle, has two
anti-parallel spin neutrons, and a proton spin of 1/2; the nuclear spin value for tritium is 1/2, comparable to 'H. The nuclear
magnetic resonance (NMR) absorption frequency for tritium is akin to 'H. For non-radioactive nuclei, overall spin is non-zero; as
an example, 27Al nuclei have an overall spin of 5/2.1

A non-zero spin is related to a non-zero magnetic dipole moment, p: p=gamma-S; gamma is the gyromagnetic ratio. This relates to
the relation of the angular momentum and magnetic dipole moment of a rotating orb. They are vectors parallel to the revolution
horizontal; the length increases directly with the rotating frequency. The magnetic moments’ interaction with magnetic fields
permits the study of NMR values; these are associated with alterations between nuclear spin levels during RF incitement or due to
Larmor precession of the magnetic moment after stimulation. Nuclei with even numbers of protons and neutrons have zero nuclear
magnetic dipole moment and lack an NMR signal. '3C, 3'P, 3°Cl, and ®Cl generate an NMR signal, whereas 80 does not.*

In contrast to NMR, electron spin resonance (ESR) detects transitions in electronic spin, not nuclear spin.!” A smaller number of
molecules with unpaired electron spins show ESR (or electron paramagnetic resonance (EPR)) absorption than NMR; however,
ESR has a higher signal per spin than NMR.!” While NMR can be applied to proteins, EPR/ESR is mainly used to study metal
complexes and organic radicals.'”

v =9388.2 MHz

Absorbance

Signal

First Derivative

3345 3348 3350 3352 3354

Magnetic Field Strength (G)

Figure 5.10.1. Magnetic field strength vs. signal spectra for EPR/ESR. The absorption signal is measured and the first derivative is
calculated. dX/dB is the signal; it is the derivative of the magnetic susceptibility. When the spectrum passes zero, that is the
absorption peak of the spectrum. This image is from: upload.wikimedia.org/wikiped.../EPR_lines.png.
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Magic Angle Spinning (MAS)

In NMR, magic-angle spinning (MAS) is an approach used in solid-state NMR and 'H NMR.2 The sample is spun at a frequency of
1 to 130 kiloHertz (kHz) at an angle of 8,,=54.7356°, in regards to the magnetic field.2 Wide lines become more narrow, which
increases the resolution of the spectra.Z Nuclear spin experiences three interactions interactions: dipolar, chemical shift anisotropy
(CSA), and quadrupolar; the spectral lines generated are wide and difficult to analyze.2 However, these interactions are dependent
on position and MAS is used to average them.? Dipole interactions between nuclei are approximately zero at 54.7356°.% Nucleus-
electron interactions are known as CSA, and are non-zero.5 MAS can partially average the quadrupolar interactions.® In solution,
these interactions are averaged out due to molecular movement; in solids, MAS causes narrow spectral lines, which can be used to
determine CSA.5

Figure 5.10.2. MAS NMR. The blue sample is rotating at 70 kHz in a magnetic field, By. This image is from:
upload.wikimedia.org/wikiped...leSpinning.svg; it was created by Dtrx.

Spin Angular Momentum

Nuclear spin is a quantized intrinsic angular momentum. The values of S are limited and the x, y, and z-components are quantized;
they are (half)-integer multiples of h, the reduced Planck constant. The (half)-integer quantum number related to spin alongside the
z-axis or the magnetic field is the magnetic quantum number, m, which is +S to -S, in integer values. For all nuclei, there are a total
of 2S+1 angular momentum states. The z-component of the magnetic moment is*

ty =Sz =ymh. (5.10.1)

Energy levels for a nucleus with spin quantum number 112
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. Mo field magnetic field
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Figure 5.10.3. Nuclei spin energy splitting in an applied magnetic field. ~This image is from:
https://teaching.shu.ac.uk/hwb/chemi...spec/nmr1.htm#.

Spin Energy in a Magnetic Field

Nuclei with a spin of 1/2, like 1Y, 13C, or 9F have two independent linear spin states, where m=1/2 or -1/2 for the z-portion; if a
magnetic field is absent, the states possess the same energy. At thermal equilibrium, the number of nuclei per state is the same.
When placed in a magnetic field, the energy varies due to interactions of the nuclear magnetic dipole moment and the magnetic
field applied. The energy of the magnetic dipole moment, 11, in a magnetic field, By, is

E=—uBy=—p, By, — pyBgy —n,By;. (5.10.2)
The z-axis lies with By, and the new equation is
E= _llzBO = —’)’mﬁBg. (5103)

Therefore, in a magnetic field, energies vary. A spin state of 1/2 means the spin is aligned with the magnetic field, and is the lower
energy state; conversely, a spin state of -1/2 means the spin is not aligned with the magnetic field, and is the higher energy state. A
positive gamma indicates that m=1/2 is the lower energy state. The difference between the high and low states is

AE = yhB,. (5.10.4)

The lower energy state is preferred at thermal equilibrium. If more spins are up than down, net spin magnetization aside B, occurs.!

https://phys.libretexts.org/@go/page/17572



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/17572?pdf
https://teaching.shu.ac.uk/hwb/chemistry/tutorials/molspec/nmr1.htm#

LibreTextsw

Larmor Precession & Radio-Frequency Pulses

The spin magnetization is proportional to the sum of spin vectors of atomic nuclei in equal magnetic sites and moves in a cone
around the field, B. At non-equilibrium, precession of magnetization in B arises with the Lamor frequency

wyr, = 27TVL = —’)’B(). (5105)

The energy of the population does not change, as it is constant. The transverse magnetization formed by an oscillating field is
detected in NMR when an RF field or pulse is applied.*

Chemical Shielding (Shift)

Not all nuclei of the same element resonate at the same frequency. Electrons are charged and rotate and produce a magnetic field
that is the reverse of the applied magnetic field. The electronic shielding reduces the magnetic field at the nucleus; the frequency
needed to obtain resonance is decreased. This is known as chemical shift, and provides an explanation for NMR’s ability to
ascertain chemical structures, which rely on electron density. Nuclei with higher degrees of shielding due to a higher electron
density have their NMR frequency shifted up, which corresponds to a low chemical shift; in contrast, less shielding shifts NMR
frequency down, which gives a high chemical shift. In solid state NMR, magic angle spinning averages these states to get
frequency values at average shifts. In regular, NMR, molecular tumbling averages the CSA.!

reference
——— 8000Hz
I — Hz
1 | ppm

—
10 0

Figure 5.10.4. Example of chemical shift axis. The green peak is the reference compound for reference; the red peak is the sample
compound. In this example, the distance between the two signals are 8,000 Hz; the frequency of the spectrophotometer is 800
MHez. If the reference peak is at 0, the distance between the two peaks is: 8,000(106)/800(106)=10 ppm. This would be an example
of a proton attached to an  electronegative  element, like oxygen. This image is  from:
https://users.cs.duke.edu/~brd/Teach...s/flemming.pdf.

Relaxation

Relaxation occurs when nuclear spins revert to thermodynamic equilibrium; this is known as T; relaxation and indicates the
average time it takes for nuclei to return to thermal equilibrium. Precessing nuclei eventually stop generating signals when they do
not align; this is called T, relaxation. T; relaxation is normally longer than T, relaxation, because of small dipole-dipole
. . 1
interactions.
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Figure 5.10.5. Animation showing the relation between Larmor frequency and T1 and T2. T2 is hardly affected. This image is
from: commons.wikimedia.org/wiki/F...NmrrelaxM2.gif; it was created by Pondrthis.

Solution NMR

Less than 2% of the 120,000 structures of solved proteins are of membrane proteins; very few of those structures were solved via
NMR.” High quantities of protein must be used and they must be extracted from native environments using chemicals that maintain
structural and functional integrity.® If NMR is used, crystallization is not needed, but, new problems arise.? Solution NMR can be
used to determine the structures of macromolecules that go through fast rotational diffusion on timescales of less than 100

https://phys.libretexts.org/@go/page/17572


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/17572?pdf
https://users.cs.duke.edu/~brd/Teaching/Bio/asmb/Papers/Intro-reviews/flemming.pdf

LibreTextsw

nanoseconds.'® As a result, proteins must be placed in lipid micelles, small bicelles, and nanodiscs.!® Proteins with a size of
approximately 40 kiloDaltons or less can be obtained with solution NMR; this is due to dynamics and resonance line widths.'*

Heteronuclear NMR methods used for soluble proteins can be applied to membrane proteins.l® For structural determination,
proteins are 1°N- and 13C-labeled by expression in minimal media with 1>N-ammonium sulfate and 3C-glucose as nitrogen and
carbon springs.> Protein side-chains are deuterated via 2H,!3C-glucose to obtain better spectral resolution.” This lowers 13C
relaxation, which causes lower resonance; however, less protons are available to measure !H-NOE’s, which give distant
restraints.!! 2H20 is used for culture growth and amide protons are replaced with the solvent during purification and preparation; if
deuterium is used in the solvent, the NMR spectroscopy will reflect this.” The rates of amide proton exchange provide information
on exposed versus buried moieties.?

Bicelle Baayer

Figure 5.10.6. Solution and solid-state NMR sample preparation methods. Lipid micelles are used for membrane protein
preparation for solution NMR. Dodecylphosphocholine (DPC) has a phosphocholine head and mild detergent activity makes it
common in solution NMR. Short phospholipids, such as dihexanoyl-phosphatidylcholine (DHPC) or
diheptanoylphosphatidylcholine can be used. Other detergents are lyso-phosphatidylglycerol, lauryl-dimethylamine oxide (LDAO),
n-dodecyl-B-maltoside (DDM), and octyl-B-glucoside (B-OG). Bicelles are mixes of bilayer-making lipids; common ones are
dimyristoyl-phosphatidylcholine (DMPC), and non-bilayer making lipids, such as DHPC. The ratio of long to short lipids is the g-
value. The size of the bicelle depends on lipids used. In solution NMR, small bicelles with more non-bilayer making lipids works;
the g-value ranges from 0.25-0.5. Small bicelles perform rotational diffusion, similar to micelles, which is detected by solution
NMR. Nanodiscs are lipid bilayers enclosed by amphipathic helical proteins that stabilize the structure. Nanodiscs are made with
two MSPD1’s (a lipoprotein) at the edge. An empty nanodisc is around 150 kiloDaltons, which is too big for solution NMR. Short
MSPD1 proteins have been made, lowering the size to 60-120 kiloDaltons, which is good for solution NMR. This image is from:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5444674/. The paper citation is: Liang, Binyong, and Lukas K. Tamm. "NMR as a
Tool to Investigate Membrane Protein Structure, Dynamics and Function." Nature structural & molecular biology 23.6 (2016): 468.

Correlation-Time Problem

The rotational correlation time of proteins is important for NMR. It determines extraction conditions, instrumental analysis, and
data processing methods. It is hard to obtain high-resolution spectra of large or aggregated proteins with NMR due to slow
reorientation. The correlation-time problem can be dealt with in two ways when it comes to membrane proteins. In solid state
NMR, membrane proteins in lipid bilayers or sizable bicelles are paralyzed by environmental conditions; radio-frequency
irradiation, magic angle sample spinning, or sample alignment are replacements for molecular motions for the line-narrowing
mechanism. For small membrane proteins, micelles or small bicelles can be used to prepare the samples; this leads to fast
reorientation, which is detectable by solution NMR.*
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Figure 5.10.7. Linking of correlation times and alignments of proteins. Samples are labeled by q ratio for bicelles, which goes from
0 for isotropic micelles to 3 for large bicelles to infinity for bilayers. Spectra A-C are one-dimensional 1H NMR of a membrane
protein in various samples: (A) q=0 (isotropic micelle); (B) g=0.5 (medium sized bicelle); (C) g=3 (large bicelle). The correlation
time problem is visible here. Large, weak signals from a protein in medium (B) and large (C) bicelles are different from a protein in
a micelle (A). This image is from: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3270942/. The paper citation is: Opella, Stanley
J., and Francesca M. Marassi. "Structure determination of membrane proteins by NMR spectroscopy.” Chemical reviews 104.8
(2004): 3587-3606.

Protein NMR

NMR of proteins is unlike magnetic resonance imaging (MRI), which obtains an image directly; protein NMR uses algorithms to
create three-dimensional models of the sample of interest.3 Protein NMR is conducted on thoroughly purified samples, which have
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a volume of approximately 500 pL and a concentration of approximately 0.2 mM.'® Normally, proteins are obtained via
recombinant DNA, which is performed by genetic engineering; this method permits isotopic labeling to track particular atoms.'3
Once the proteins is dissolved in a buffer, it is placed in a thin NMR tube for spectroscopy.'?

Large molecules, like proteins, have thousands of resonances, which will show overlaps of one-dimensional spectra.l® As a result,
multidimensional experiments are conducted; this reduces overlaps and focuses on certain nuclei in one section of the sample.!? RF
pulses permit the transfer of magnetization from chemical bonds and space (structure is irrelevant); this allows for the
determination of chemical shifts and distance restraints, respectively.!? Experiments of higher dimensions require more time than
lower dimension experiments.10
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Figure 5.10.8. Folded (top) and unfolded (bottom) protein NMR spectra. This image is from:
https://users.cs.duke.edu/~brd/Teach...s/flemming.pdf.
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Figure 5.10.9. Proton NMR spectra of egg white lysozyme (hen). The -NH, aromatic, alpha-carbon, aliphatic, and methyl proton
shift segments are labeled. This image is from: https://users.cs.duke.edu/~brd/Teach...s/flemming.pdf.

Homonuclear NMR

If the proteins of interest are unlabeled, correlation spectroscopy (COSY) is performed; two types of COSY are total correlation
spectroscopy (TOCSY) and nuclear Overhauser effect spectroscopy (NOESY).!2 These two-dimensional NMR’s provide two-
dimensional spectra.}? Both axes are chemical shifts, in term of units.!? These experiments build spin systems, a list of resonances
of the chemical shift of protein’s protons.!? To link the spin systems in the right pathway, NOESY must be used, which uses spin-
lattice relaxation.12 Magnetization is transferred via space in NOESY, which can be used to calculate distance relations.}? NOESY
can also determine chemical and conformational changes.l? Peak overlap is an issue with homonuclear NMR; as a result, it is
limited to small proteins.12
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Figure 5.10.10. Comparison of two-dimensional COSY and two-dimensional TOCSY spectra for an amino acid (e.g. glutamate or
methionine). TOCSY displays diagonal cross-peaks between all protons. COSY only displays cross-peaks between neighbors. This
image is from: upload.wikimedia.org/wikiped.../Tocsycosy.jpg; it was created by Kjaergaard using GIMP.
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Figure 5.10.11. Two-dimensional NMR displaying the Nuclear Overhauser effect between two nuclei, G and R. The NOE is
measured by the blue peak intensity at (r,g) and (g,r) This image is from: https://users.cs.duke.edu/~brd/Teach...s/flemming.pdf.
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5.11: Solid-state NMR

In structural biology, X-ray crystallography, cryo-electron microscopy, and nuclear magnetic resonance (NMR) are the most useful
tools to solve protein structures. However, when it comes to membrane proteins which are encoded in 20~30%! of most genomes,
challenges appear. Since membrane proteins are embedded in the membrane and their structures and functions are highly dependent
on their local bilayer lipid molecules, those environmental factors jeopardize the study of native membrane protein structures.
Among all the known protein structures, only 1.7% 2 are membrane proteins. For X-ray crystallography, the basic requirement to
have a long-range order for diffraction means amphipathic molecules are required to align in the repetitive crystal lattice. Thus, it is
not easy to obtain a large crystal of membrane protein which has a mixed protein topology. Cryo-electron microscopy is an
emerging and promising technology to obtain high-resolution membrane protein structures . However, the cryogenic process for
the sampling sacrifices the dynamic interaction of the protein and the bilayer components. The role of lipid phase is removed in the
cryo-electron microscopic study of membrane proteins.

The well-established method of liquid-state nuclear magnetic resonance also suffers challenges when dealing with membrane
proteins. In a typical liquid-state NMR experiment, a highly resolved spectrum is obtained due to the fast tumbling, or short
correlation times (7.), of molecules that average anisotropic interaction to zero. Only isotropic interaction with the external
magnetic field such as scalar couplings remains that makes assigning peaks to individual nuclei and their neighbors possible.
However, membrane protein must be embedded into detergent micelles, lipid bicelles, or lipid nanodiscs for liquid-state NMR.*
The large size of these vehicles dramatically increases the correlation time, thus anisotropic effect such as chemical shift anisotropy
and through space dipolar coupling cannot be diminished. The non-averaged proton-proton dipolar interactions result in a
featureless single broadband in the chemical shift that can span 25 kHz in width for proton NMR.>

Despite the disadvantage of anisotropy interaction in slow or non-tumbling molecules that leads to broad bands in NMR spectra,
the broadband can be used to decode the anisotropic information of the molecules. In solid-state NMR (ssNMR), the anisotropic
interactions in condensed phases including chemical shift anisotropy (CSA), internuclear dipolar coupling, quadrupolar
interaction, and anisotropic J-coupling are studied.> The sample size of solid-state NMR can vary from protein microcrystals® to
complexes like biofilms,” intact membranes® and even whole cells.?
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Figure 5.11.1: Example of conformational analysis by using ssNMR'C.
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Chemical Shift Anisotropy

Electron surrounding the nucleus can shield the external magnetic field, disturb the Zeeman interaction, and lead to chemical shift.
However, the electron cloud is not spherically distributed due to different bonding anisotropy. The anisotropy of a more
asymmetrical functional group like the carbon of carbonyl is more significant than a symmetrical functional group like the carbon
of methyl. Different orientations with respect to the applied external field, B , will have different chemical shift within the same
nucleus and appear as a broadband. For example, the bandwidth, A o , of a broadband spectrum observed in unoriented
phospholipid bilayer can correspond to A 0 = 0 j- 0 ;  where o jis the chemical shift of bilayer oriented parallel to the external
magnetic field and o  is the chemical shift perpendicular to the external magnetic field. The A o encodes qualitative viscosity and
specific orientation of the membrane molecule. This technique is frequently used to study membrane proteins made up of primarily
transmembrane helices®.
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Dipolar Interaction

Nuclei with spin greater than zero have a dipole moment. A nucleus with a dipole moment couples to another nucleus with nuclear
spin I = ¥ will appear as a doublet in the spectra. The splitting between two maxima can be calculated according to:

_ po v h [ 3cos’(a)-1
o 47 r3 271'2 2

ij

Avp(a) (5.11.1)

where 1 is the permeability of vacuum, y ;and y ; are the gyromagnetic ratios of the nuclei, r; is the internuclear distance, h is the
Planck’s constant, and « is the angle between the vector linking two nuclei and the external magnetic field, B ; . In a solid powder
sample, each orientation of the dipolar interaction results in a set of doublet, by integrating every orientation, a Pake pattern will
appear. If the internuclear distance remains the same but the molecule is fluctuating around an average angle, o  , the equation
should be rewritten as:

Avp (ap)

_N_O'V”J'L<3C°S2(a)1> (5.11.2)

 4rw r?j 272 2

where the term inside the brackets represents the probability distribution of the angle over the rapid fluctuations. The A v  reflects
internuclear distance, orientation and relative motion of a pair of nuclei, but each of the parameters needs to be determined
independently in order to deduce the third parameter. The fluctuations of a around a ( can be minimized by cooling the sample,
while internuclear distances can be determined from neutron diffraction measurements. In many cases, A v p is very small and even
difficult to measure.

Overall, the dipolar interaction of '* C- ! H provides important information but is relatively weak comparing to 2> H quadrupolar
couplings®.

Quadrupolar Interaction

A quadrupolar moment exists when nucleus has spin I > 1/2. The quadrupolar interaction is strong and dominates the Zeeman
effect. The most useful nucleus in membrane structure studies is ?H with I = 1. When a ?H bound to a 2C, the quadrupolar splitting
AV qcan be described as:

Avg(a) = %XQ (%) (5.11.3)

where Y q is the quadrupolar coupling constant and « is the angle between the vector linking two nuclei and the external
magnetic field, By. In a fluidic membrane system, molecules can rotate around the bilayer normal very rapidly so that the effective

averaged symmetry axis of the quadrupolar moment is parallel to the bilayer normal. The Avq can be rewritten as:

Avg(B) =xq < 3COS2§0) =t > ( 3cos2éﬂ) = ) (5.11.4)

where £ is the angle between the bilayer normal and the external magnetic field and 0 is the instantaneous angle between the 1% C-?
H bond and the bilayer normal as shown in Figure 5.11.2
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Figure 5.11.2: Definition of angles used in equations.

If the bilayer normal wobbles around an average angle [3 ¢, the equation can be further derived as:

Avg (Bo) = xq < 3COSZ§0) = > < 3COSQ;ﬂ) = > (5.11.5)

where the term inside the brackets represent the time average of the fluctuations and wobbling and is called the segmental order

parameter Scp.
2(0) -1 2(B)—1
SCD _ < 3 cos é ) > < 3 cos ;ﬁ) > — SflucSwob (5116)

The A v q can be more complicated if the rapid motion of the quadrupolar moment does not have an axial symmetry, or if 14N is
involved in the quadrupolar interaction.

The line shape of the solid-state NMR provides orientational information. For slow motion with correlation time larger than 1/¥ q ,
the linewidth will remain the same while the line shape is distorted. For fast motion such as sonicated membrane vesicles, the line
shape can be narrow down to only one line.

Despite the important dynamic parameter Scp can be obtained from the quadrupole splitting, the segmental order parameters in
lipids cannot directly infer to the structural information. To obtain a complete average structure of a molecule, the whole order
matrix, which contains nine elements, need to be determined. Without complete matrix, the spectra can only provide probabilities
and boundaries of conformation in a model-independent fashion. That is why segmental order parameters in lipids are often stated
in an elusive term such as “’probabilities of being in the trans conformation’®.

J-Coupling
J-coupling, or scalar coupling, is a through chemical bond isotropic interaction. It is an indirect dipole-dipole interaction mediated
by the local electrons between two nuclear spins. J-coupling provides information about the connectivity of molecules, bond

distance, and bond angles. The intensity of J-coupling is relatively weak compared to the anisotropic dipolar or quadrupolar
interactions.

Magic-Angle Spinning
The most commonly used technique in solid-state NMR is Magic-Angle Spinning (MAS). It was proposed by E. R. Andrew, A.

Bradbury, and R. G. Eades in 1958'! , and by I. J. Lowe in 1959 '3 . Since the anisotropic interactions include the (3 cos? @-1)
term, by spinning the sample at the angle 8 = 54.74° where cos? § = 1/3 thus

3cos’(d) —1=0, (5.11.7)

one can minimize both the anisotropic interactions and leave only the isotropic interaction. This angle is coined “Magic-Angle” and
the method is termed “Magic-Angle Spinning” by Cornelis J. Gorter at the AMPERE congress in Pisa in 1960 2. The MAS can
dramatically reduce the peak broadening due to anisotropic interaction and give a better resolution of the spectrum fur further
analysis and identification of the structure.
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By placing molecules at the angle of 54.74°, each bonding might have a different orientation, A8, with respect to the Magic-Angle,
but after applying a rapid spinning around it, the orientation of all the dipolar moments will average to the Magic-Angle as shown
in the following Figure.

Figure 5.11.3: Magic angle spinning to remove anisotropic interaction.

The spinning probe is propelled by air or nitrogen gases with the rotational frequency ranging from 1 to 130 kHz. When the
spinning frequency is greater than the width of the static line, the chemical shift anisotropy can also be averaged to zero. The
quadrupolar interaction is the strongest anisotropic interaction (170 kHz for '>C-?H bond'#), therefore it requires a very high
spinning frequency to remove the quadrupolar coupling, leaving only isotropic J-coupling in the spectra.

Sensitivity Enhancement

The sensitivity of solid-state NMR can be enhanced by varies techniques. Like the ordinary liquid phase NMR, a higher magnetic
field can increase the Zeeman effect and increase the net magnetization due to Boltzmann distribution, thus increasing the
sensitivity of NMR signal. Dynamic nuclear polarization (DNP) !° is also a popular method in both liquid and solid-state NMR.
The basic of DNP is very much similar to Nuclear Overhauser Effect (NOE) but the saturation transfer is from electron to nucleus
rather than nucleus to nucleus in NOE. Since an unpaired electron is required to be saturated, a diradicals species must be presented
near the target nucleus, thus spin-labelled experiments are often required to do the DNP enhancement. The cryoprobe is also a
common technique in liquid-state NMR. The coil and signal preamplifier are cooled by liquid nitrogen or a stream of cold helium
gas to reduce the electronics thermal noise and reach as much as a four-fold enhancement in signal-to-noise ratio'®.
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5.12: Electron Paramagnetic Resonance (EPR) of Membranes

Electron paramagnetic resonance (EPR) is a technique with applications in multiple branches of science, including physics,
biology, and chemistry. The basic concepts of EPR are known to be analogous with Solid-state NMR, except it is electron spins that
are excited as opposed to spins of atomic nuclei. EPR is often considered as a continuation of the renowned experiment conducted
in 1922 by German physicists Otto Stern and Walter Gerlach, which demonstrated that an electron magnetic moment in an atom
can assume only discrete orientations within a magnetic field, despite the spherical nature of the atom [1]. In 1945, Zavoisky
recorded the first observation of an EPR peak when he detected a radiofrequency absorption line from a CuCl, * 2H,0 sample [1].
Ever since its inception, EPR has seen widespread use as a spectroscopic method for determining the dynamics, structure, and
spatial distribution of paramagnetic species [2].

Fundamentals of EPR

Origin of an EPR signal

Since there is already a page dedicated to Electron Paramagnetic Resonance, this page will not go into the specific theories behind
this branch of magnetic resonance spectroscopy. Instead, a brief overview of the origin of an EPR signal will be summarized. The
magnetic moment of a molecule is mainly contributed from an unpaired electron. If the external magnetic field is increased, the gap
between two energy states expands until it matches the energy of the microwaves. This phenomena is represented by the double
arrow in the following diagram [3].

Energy
\
\
\

By=0 Applied Magnetic Field
Figure 5.12.1. Energy levels for an electron spin (M = +1/2) in an applied magnetic field By [3]

As long as the resonance condition, AE = hv is followed, an unpaired electron can move between the two energy levels by either
absorbing or emitting a photon of energy hv. The difference between the two energy states can be written as AE = hv = gugBy,
where g is the electron's g-factor with a value of 2.002 319 304 386 [4] and pp is the Bohr magneton. As the intensity of the applied
magnetic field increases, the difference in energy between the energy levels increases until it corresponds with the microwave
radiation, thus resulting in absorption of photons. This is the basic principle behind EPR spectroscopy.

Hyperfine Coupling

It is reasonable to assume that all EPR spectra for one electron spin should consist of a single line since the source of an EPR
spectrum is a change in an electron's spin state. On the contrary, the interaction of an unpaired electron via its magnetic moment
with nearby nuclear spins causes the formation of additional allowed energy states, which would subsequently produce a multilined
spectra. In these instances, the spacing between the EPR spectral lines demonstrates the degree of interaction between the unpaired
electron and the perturbing nuclei. The hyperfine coupling constant of a nucleus is associated with the spectral line spacing [3].
Coupling is moderated by two processes: dipolar (through space) and isotropic (through bond) [5].

Electrons and nuclei can interact through two standard methods: Fermi contact interaction and by dipolar interaction. Fermi contact
interactions apply mainly to the case of isotropic interactions, which are independent of sample orientation in a magnetic field.
Conversely, dipolar interactions apply to anisotropic interactions, which are spectra dependent on sample orientation in a magnetic
field. Spin polarization is a third method for interactions between an unpaired electron and a nuclear spin and are especially
significant for m-electron organic radicals [1].

Spin-Labeling Method

Since the majority of chemical and biological samples of interest for EPR spectroscopy do not have an inherent stable unpaired
electron, most EPR mechanisms rely on the use of spin-labeling reagents. Therefore, a radical must be introduced, which is usually
referred to as a spin label or spin probe. The most frequently used radical is a nitroxide radical, which displays a three-line
hyperfine structure whose peak shape and splitting are dependent on the radical's environment. This nitroxide label monitors
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motion. The shape of the EPR signal also depends on the orientation of the magnetic field relative to the axis of the radical.
Therefore, the spin probe method can be used to study the environment of the radical, which is also the structure of the polymer at a
molecular level [1].

Generally, derivatives of 2,2,6,6-tetramethyl-1-piperidinyloxy (TEMPO) are used since they offer adequate stability of the unpaired
electron and remarkable EPR sensitivity mixed with adjustable moieties for binding to the sample through chemical reactions itself.
Figure 5.12.2 shows the EPR spectra of TEMPO solution in water (0.02 wt%). The spectra contains three symmetric peaks since
the NO* radical of TEMPO (or with 5-, 12-, and 16-doxylstearic acid derivatives) is free to move around the solution. All three
peaks are nearly equal in height and symmetry [6].

56— e
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Figure 5.12.2: Electron paramagnetic resonance spectra of TEMPO solution in water (0.02 wt%) [6]

Block Diagram of EPR Spectrometer

Figure 5.12.3 depicts a block diagram for a standard EPR spectrometer. Klystron is commonly used as a radiation source.
Klystrons are vacuum tubes known to be stable, high-power microwave sources, which have low-noise characteristics and thus
give high sensitivity. Most EPR spectrometers operate at around 9.5 GHz, which is approximately 32 mm [1]. The radiation can be
incident on the sample continuously or pulsed. Most EPR applications utilize continuous wave methods as the recording and
interpretation of pulse EPR spectra requires sophisticated technical equipment and a more advanced theoretical background. The
sample is placed in a resonant cavity between two electromagnets, which admits microwaves through an iris. Several different
types of solid-state diodes are sensitive to microwave energy, thus allowing absorption lines to be detected when the separation of
the energy levels are equal or very close to the frequency of the incident microwave photons. In practice, most of the external
components are enclosed within a microwave bridge control [7].
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Figure 5.12.3. Block diagram for a typical electron paramagnetic resonance spectrometer [7]

Examples of EPR Applications on Membranes

Membrane Functions of Erythrocytes

In 2000, Tsuda et al. conducted research using EPR spectroscopy and spin-labeling to investigate the role of nitric oxide (NO) in
the regulation of membrane functions of erythrocytes in patients with essential hypertension. The NO donor S-nitroso-N-
acetylpenicillamine (SNAP) decreased the order parameter (S) for 5-nitroxide stearate (5-NS) and the peak height ratio (hy/h_;) for
16-NS obtained from EPR spectra of erythrocyte membranes in a dose-dependent manner [8]. Figure 5.12.4 depicts the EPR
spectra of erythrocytes for the fatty acid spin-label agents obtained by the authors. The EPR spectra were used to distinguish any
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changes in the freedom of motion in biological membranes and to contribute an indication of membrane fluidity. In the EPR spectra
for 5-NS, the authors evaluated the values of outer and inner hyperfine splitting to calculate the order parameter (S). In the EPR
spectra for 16-NS, they used the peak height ratio (hy/h.1) value to ascertain an index of the membrane fluidity [8].

(5-Nitroxide Stearate)

2T

;-'—2 T'.L—D-E —

T/H=T.L __an

Order Parameter (S) = 0
Tzz—Txx an

(16-Nitroxide Stearate)

Peak Height Ratio = ho/h_,

Figure 5.12.4: Standard EPR spectra of erythrocytes for the fatty acid spin-label agents (5-NS and 16-NS). Order parameter (S),
outer hyperfine splitting (T"), inner hyperfine splitting (T') ), hyperfine constants (T,, and Tyx), peak height ratio (hy/h.;). The
higher the values of the order parameter and the peak height ratio, the lower the membrane fluidity of erythrocytes [8].

Oxygen Transport in Thylakoid Membranes

In 1998, Ligeza et al. used EPR spectroscopy to study oxygen transport in thylakoid membranes of spinach chloroplasts by
observing the collisions of molecular oxygen with spin labels [9]. Linewidths of the EPR spectra measured in the presence and
absence of molecular oxygen were used to estimate the collision rates. Additionally, the authors estimated the oxygen permeability
coefficient for the thylakoid membrane from the profile of the oxygen diffusion-concentration product across the membrane. This
profile was developed by examining the oxygen broadening of the EPR spectrum of lipid-soluble spin labels located at multiple
distances from the membrane surface, which was determined by the product of the local oxygen concentration and the local oxygen
diffusion coefficient. Using these results, they were able to calculate the oxygen concentration difference that could be produced
across the thylakoid membrane during chloroplast illumination. They concluded that under steady state conditions, the oxygen
concentration difference across the thylakoid membrane should be inconsequential [9].

Furthermore, Ligeza et al. demonstrated that every collision of oxygen with a nitroxide radical in water catalyzes an observable line
broadening of the EPR spectrum. These results allowed them to connect the Smoluchowski equation for colliding molecules [10],

w=4mpRD(z)C(z), (5.12.1)
with oxygen-induced line broadening of the EPR spin label spectrum:
w=+/3/2vAHpp(z). (5.12.2)

where C(z) is the local oxygen concentration at 1 atm partial pressure of oxygen, R is the interaction distance between oxygen and
nitroxide radical, p is the probability that an observable event is recorded when a collision takes place, D(z) is the diffusion
constant, AH,,,(z) is the oxygen-induced peak-to-peak line broadening, and + is the magnetogyric ratio of the electron [10].

The linewidth of the central component of the EPR spin-label spectrum was ultimately used as the most sensitive parameter to
evaluate the broadening effect of oxygen dissolved in the lipid bilayer [9].
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Oxidation of Lipid Membranes

EPR spectroscopy has also been used in the study of the aging process and in development of age-associated diseases. Gabbita et
al. used EPR spectroscopy in conjunction with a site-specific spin label to investigate several hypotheses related to whether or not
succinate stimulation of mitochondria results in oxidative modification of membrane lipids. The primary hypothesis that the
authors tested was that caloric restriction protects brain mitochondria and its biomolecular components and decreases metabolic
generation of oxygen radicals, thus modulating regulating lipid membrane damage [11]. Similar to Tsuda et al.'s previously
analyzed research, Gabbita et al. obtained an EPR spectrum for 5-NS. After a 3 hour incubation at 22°C, EPR measurement of the
amplitude (By) of the central resonance line of the 5-NS signal and the fluidity parameters (T and T , ) were performed, which is

displayed in Figure 5.12.5.
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Figure 5.12.5. Structure and representative EPR spectrum of 5-NS [11]

The 5-NS EPR signal reflected an average of all the labeled membranes present in the mixed population of synaptosomes and
mitochondria and was influenced by membrane lipid composition. From these results, the authors concluded that the overall
succinate concentration effects observed with respect to loss in 5-NS signal amplitude and a decrease in order of synaptosomal and
mitochondrial lipid membranes indicate that an induced metabolic stress to mitochondria may cause an increased production of
oxygen radicals through the complex II-ubiquinone-cytochrome b region of the electron transport chain. There is a dose-dependent
decrease in 5-NS signal amplitude consistent with an increase in generation of oxygen radicals upon mitochondrial respiratory

stimulation with succinate.

Advantages Disadvantages
Can be performed very quickly (15-20 minutes) Can only be used to identify free radicals
Better selectivity than NMR spectroscopy Process must be performed at low temperatures
Unlike X-Ray crystallography, EPR does not require a protein Requires multiple site-directed mutations
crystal
Results are easy to comprehend and understand Can provide only meager distance restraints

Proteins are labeled before fibrillization, thus not necessary to
pierce fibril core
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5.13: Membrane X-ray Scattering

Membrane scattering encompasses a large variety of methods for characterizing lipid membranes. For example, a few popular
techniques include X-ray or neutron reflectivity and diffraction, Brewster angle microscopy, ellipsometry, X-ray interferometry,
infrared reflection-adsorption spectroscopy, vibrational sum frequency generation spectroscopy, and any electron scattering
techniques such as SEM or TEM [3][4]. These methods can be used with a variety of different model membranes types (described
briefly below). For the sake of brevity, this article will focus on just small angle X-ray and neutron reflectivity and small angle X-
ray diffraction.

The motivation behind X-ray and neutron reflectivity and X-ray diffraction is mostly to characterize the structure of the lipid
membrane such as the membrane thickness, unit cell organization, or where in the membrane proteins prefers to reside. For x-ray
and neutron scattering, measurements are performed using flat model membranes that are either at an air-water interface or on a
supported substrate. This article will give a brief overview of common membrane scattering techniques and give some background
information on flat model membranes.

**note to reader: the text editor software on this website does not support the symbols for greek letters, so in the text lowercase ‘A’
and the symbol for alpha will appear the same. Fortunately I believe that, using the context of the sentence, one should be able to
determine the meaning of the variables in this introduction, although I sincerely apologize for any inconvenience.

Figure 5.13.1: Cartoon of a bilayer phospholipid membrane [9]

Model Membranes

Due to the enormous complexity of real biological cells and plasma membranes, researchers often use simplified model
memsbranes to study specific aspects of how biological membranes function or to make the membranes easier to measure.
Importantly, model membranes do not entirely behave like their natural counterparts, and act as more of a guide showing what
behaviors are most likely exhibited in real membranes. In addition, different types of model membranes can act differently as well;
this paper by the Kuhl Lab at UC Davis explores some of these structural differences using X-ray diffraction [2].

For small angle scattering experiments, only model membranes with flat surfaces can be used, which include monolayer
membranes, supported bilayer membranes, and supported multilayer/multilamellar membranes. This is because the incoming beam
is approaching the sample horizontally and has a much longer footprint due to it’s angle of incidence being approximately 1°.
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Figure 5.13.2: Cartoon of a supported bilayer membrane [10]
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Figure 5.13.3: Cartoon of a floating monolayer in a Langmuir-Blodgett trough (note the movable barrier functions to adjust the
surface pressure of the model membrane) [11]

Scattering Characterization Techniques

Despite being only a few nanometers thick, the bilayer is composed of several distinct chemical regions through its cross-section.
Over the past several decades neutron reflectivity, X-ray reflectivity, and X-ray diffraction have been important for characterizing
the phases, interactions, and nanostructure of the membrane.

Small Angle X-ray Scattering SAXS (or X-Ray Reflectivity)

Small angle X-ray Scattering (SAXS), or X-ray reflectivity, is a technique that can measure the average electron density of a thin
surface layer. The technique can resolve the average height of a monolayer with sub-angstrom resolution, but has the limitations of
only working in the out of plane z-direction and only being able to show an average data from a relatively large sample area. One
of its advantages, however, is unlike GIXD (described next), SAXS is not limited to only working with ordered phases and can
determine the positions of both the head group and the acyl chain tail group of phospholipid molecules. In addition, SAXS has the
advantage that it can be done (although perhaps not easily in many cases) with non-synchrotron x-ray sources of still decently high
X-ray intensity (such as a rotating or liquid anode x-ray source).

The basic concept behind SAXS is that incoming X-rays will scatter off electrons in a sample (in this case the model membrane).
Because the membrane creates an interface, one can use Snell’s and Fresnel’s laws to predict where and with what intensity the X-
rays will scatter in the out of plane direction. This scattering intensity turns out to be a function of the average electron density in
the z-direction. Thus, to determine the electron density of a sample, a model is made of the samples electron density and refined
until it matches the reflectivity data.

To start with, a wave incident on a perfectly sharp interface will reflect or refract according to Snell’s law (which has both a sine
and a cosine part) where aj and ag are the incident and reflected intensities:

ncosa’ =cosa
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Fig. 2. An incident plane wave (index I) is reflected (index R) and refracted (index T) by a plane interface where the
refractive index changes discontinuously from unity at z > 0to n at z < 0.

Figure 5.13.4: A clip from a review article showing a schematic of Snell’s law, showing the X-ray beam incoming at angle a as
well as leaving at angle o and being refracted at angle o’. The incoming beam I has wavevector kj, the reflected beam R has
wavevector kg, and the refracted beam has wavevector k’t. The refractive index n of air is given as 1, and the refractive index of is
given by the complex equation, where 8 is dependent on the adsorption and § is dependent on the scattering length. [7]

The angle of the reflected beam is also commonly described using the out of plane wavevector transfer q,, which is the difference
between the reflected and incident beams, as shown below.

Figure 5.13.5: The out of plane wavevector transfer q, is shown as both a function of angle a and as the difference between the
incident beam k; and the reflected beam k¢ [7]
One of the peculiar and important behaviors associated with reflection is as the angle « gets smaller, more and more of the beam is
reflected instead of refracted until eventually at a critical angle o, the beam is entirely reflected. For lipid membranes this angle is
on the order of about 1°. The definition of the critical angle for total reflection is:

47
0l = (k—2) |av] (5.13.1)
This can easily be visualized in the graph below, in which as the angle (given as the as the angle divided by the critical angle,
which is equal to the wavevector transfer divided by the wavevector transfer at the critical angle) decreases, the reflected intensity

increases. The graph also serves to show how non-ideal adsorption behavior can affect the reflected beam intensity even below the
critical wavelength.
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Fig. 3. Reflectivity from a sharp interface versus glancing angle. With no absorption the refiectivity has a kink at the
critical angle. The kink is rounded by absorption as shown by the dotted curve. The dashed line is the asymptotic form, cf.

Figure 5.13.6: This graph shows how as the angle reaches the critical angle, the reflectivity reaches a maximum which corresponds

to the incident beam being entirely reflected instead of refracted at the interface [7]. As a side note, this is the same concept fiber

optic cables use to keep the light that travels down their length from escaping.
It is important that experiments are carried out close to this critical angle in order to achieve a high enough reflectivity that one can
obtain a meaningful signal from their measurements.

Fresnel’s law, the next important element of reflectivity, can be derived using Snell’s law, the definition of the critical angle, and the
complex equation for the index of refraction. It can be given as:

(1 +ar/ape’ = (1 —ar/a))e

or

ar a—ao

R

; a+ao

Where R is defined as the ratio between the incident and reflected beam intensities. The reflectivity then, also known as the Fresnel
reflectivity, is given as the square of the magnitude of R.

12

F=

\a—a
a+a

When actually measuring the reflectivity of a sample, these two values are extremely important because the reflected intensity of an
X-ray beam off a sample is recorded as R/R.

In reality, because interfaces are not ideally sharp, the Fresnel reflectivity and Fresnel’s law as shown above don’t apply as they are.
The kinematic approximation accounts for such non-ideal behavior and gives the modified Fresnel reflectivity as:

1 [dp iz
— | ZE eiazzyg
pmfdze z

This equation is also used to determine how the electron density p determines the observed reflected intensity. By building an
electron density model, one is able to work backwards using this equation to fit their electron density to the observed reflection,
and thus build an accurate model of the average electron density of their sample in the z-direction.

2

R(q:) = Rr(g.)

For reference, a reflectivity spectrum and the electron density profile it was matched with are shown below. The data is for a lipid
monolayer in a Langmuir trough. In the electron density profile, the lipid headgroups, the acyl chain tails, and the location of the air
and water interfaces can all be determined.
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Figure 5.13.7: A graph of the reflectivity and one of the electron density spectrum for a lipid monolayer [20]

Grazing Incidence X-ray Diffraction (GIXD)

GIXD, also called small angle X-ray diffraction, is another technique that uses the small angle approach. In addition, because of the
especially high X-ray intensity needed to perform diffraction experiments on lipid membranes, GIXD studies are most often carried
out at synchrotron sources.

GIXD can resolve atomic arrangement and unit cell dimensions (to the nearest 0.1 angstrom) of lipid membranes and can measure
the tilt angle of the lipid tails to within a few degrees. As the only technique that can measure the lateral organization of the lipid
membrane on the nanoscale, it has become extremely useful for investigating the controversial lipid raft theory.
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Fig. 1. Example of an experimental set-up of a liquid surface diffractometer (beamline D4, X-ray synchrotron source at
Hasylab, Hamburg). Top: Side view of the vertical scattering plane. Beam directions are defined by slits. The monochromatic
beam is bent down towards the sample by tilting the monochromator crystal. The incident beam intensity is monitored after
slit S2. Bottom: Blown up view of the trough showing the monolayer sample spread on a thin film of water. The glass
block provides for a thin liquid film (about 0.3 mm thick) and thus effectively reduces surface waves.

Figure 5.13.8 A clip from a review article (mentioned in further reading) showing an experimental setup for GIXD off a
monolayer membrane at a synchrotron facility [7]

However, GIXD is limited in that a high degree of order is needed for diffraction, and even the ordered phases of lipid membranes
only form a hexatic phase (a liquid crystalline phase having a high degree of short range order but no long range order). This leads
to many of the limitations this technique faces. GIXD cannot “see” the lipid headgroups because only the acyl chain tails are
ordered enough to diffract. Even then, because of acyl chain rotation and the lack of long range order, diffraction can only be
observed from the entire lipid tail units and not from the individual atoms composing the lipid tails like in most materials. The fact
that only acyl chains and not the individual atoms diffract causes monolayer and bilayer (but not multilayer) lipid membranes to
only exhibit 2-Dimensional diffraction behavior; i.e. instead of observing cubic or orthorhombic unit cells, one would observe
square or rectangular unit cells in a lipid membrane.

When GIXD is carried out, the incident X-rays approach the sample with a wavevector k; at an angle o; smaller than the critical
angle for total reflection o.. Because total reflection occurs, when the X-ray makes contact with the sample it creates an evanescent
wave in the top ~10 nm of the sample instead of penetrating deeper. This means that the technique is extremely surface sensitive
and able to measure only the top 10 nm of a sample, which is extremely useful for studying lipid membranes (bilayers are
approximately 5-7 nm thick). The X-rays then diffract off the Miller planes within a sample with a new wavevector k. The
difference between k¢ and k; is called the wavevector transfer, denoted by q. q can then be further divided into the in-plane and out-
of-plane wavevector transfers, qxy and g, respectively. g, is related to the out of plane angle as shown in the X-ray reflection
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section, while gy is related to the in-plane 20 angle used in standard X-ray diffraction experiments by (with A as the X-ray
wavelength):

4 9
q= Asm()

Figure 5.13.9: Schematic of an incident X-ray beam diffracting off a sample in a GIXD experiment [16]

After the beam is diffracted, the resulting diffraction pattern is collected by an X-ray sensor and the background noise is subtracted
(which can, in some cases, be extremely difficult). Once the background is subtracted, a pattern similar to the one below can be
analyzed.

Image plate

Figure 5.13.10: A background subtracted GIXD diffraction pattern. This diffraction pattern has two visible diffraction peaks [17]

To analyze the pattern, it is integrated over q, to create the Bragg peak spectrum and integrated over q,, to create the Bragg rod
spectrum [17]. However, it is important to note that compared to a standard X-ray diffraction pattern, a GIXD image plate only
covers an extremely small fraction of the 28 spectrum, and thus very few peaks are generally observed.
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Figure 5.13.11: The Bragg peak and Bragg rods from a sample with just one visible diffraction peaks [18]
The Bragg peaks can be indexed using Bragg’s law or another standard method (such as an Ewald sphere) of analyzing diffraction
patterns. Bragg rods for lipid membranes are generally more difficult to analyze directly and are investigated by making a model of
the diffracting structure which includes the acyl chain tilt) and measuring how well the predicted diffraction from the model
matches the observed Bragg rod pattern. From these methods, the symmetry and size of the unit cell can be calculated.

In addition, the in-plane coherence length L., which is a measure of how far the short range crystalline order extends, can be
calculated using the full width half max (fwhm) of the Bragg peak:

_2m
7 fwhm

Neutron Reflectivity

Neutron scattering generally follows the same mathematics and experimental methods as X-ray scattering. However, the basic
principle of it and therefore the information it can extract is slightly different, because instead of scattering off the electrons in a
sample, neutrons scatter off the atomic nuclei in a sample.

Therefore neutrons, unlike other common scattering sources, will interact differently with separate isotopes of the same atom. This
is especially evident for hydrogen and deuterium, which is convenient because all the organic molecules normally present in a
biological membrane have many hydrogen groups. Thus, it is common to label proteins, water, or other items of interest with
deuterium and use neutron reflectivity to find their location in the membrane [5].
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Fig. 5. The reflectivity of water versus the scattering vector g = 2ksina for neutrons and X-rays. Notice the enormous
difference between reflectivity of light water and heavy water for neutrons.

Figure 5.13.12: The difference between the dotted line and the segmented line show the extreme difference between the neutron
scattering lengths for hydrogen water and deuterium water (scattering length is an important factor in determine the reflected
intensity). Meanwhile X-rays, represented by the solid line, show no observable difference in scattering between hydrogen water
and deuterium water.
One of the common types of studies neutron reflection is used for is to determine how viral proteins can break through cell
membranes. By using deuterium water on one side of the membrane and hydrogen water on the other side of the membrane,
scientists can observe as the water slowly makes its way across the membrane as more proteins are added [21]. This is a good
example of how neutrons are generally used to observe very specific phenomena, usually through deuterium labeling.

Unfortunately, one of the most difficult obstacles associated with neutrons is that neutron sources are very low intensity. This
generally means it takes much longer to run neutron scattering experiments than equivalent X-ray scattering experiments. However,
it also makes neutron diffraction experiments on lipid membranes extremely difficult and current membrane neutron diffraction
experiments are extremely rare and can only use multilayer lipid model membranes; these types of membranes have much stronger
diffraction signals than monolayers or bilayers [6].

Beam Sources

Membrane scattering techniques all require some type of wave or particle, such as a beam of X-rays or neutrons, to be accelerated
towards a sample. It's effect is then measured and this is how the properties of the sample are determined. Often understanding the
sources of the particles or waves is often an integral part of understanding the experimental method.

X-ray Sources

Because X-rays scatter off electrons and most lipid membranes consist almost entirely of lighter elements, meaning they have a low
electron density, it can be difficult to get a significant signal to noise ratio with X-ray scattering on lipid membranes. Therefore, it is
very common to use synchrotron X-ray sources so that, by using a much higher X-ray intensity, it will be easier to determine the
meaningful data from the background noise. In addition to having an extremely high X-ray intensity (meaning a high flux of X-ray
photons), these also have the advantage of variable photon energies. In addition, and also due to the high intensity, synchrotrons are
able to finish experiments much faster than other X-ray sources. [1]

Synchrotrons, which are huge facilities with their electron storage rings often on the order of a kilometer in diameter, operate by
accelerating electrons or positrons to nearly the speed of light and then forcing them to oscillate. In the process of oscillating, the
electrons emit X-rays that can be monochromated (usually by diffraction from germanium single crystal) and then focused on the
sample using X-ray optics.
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Figure 5.13.13: An explainer covering the basic functioning of synchrotrons published by the Spanish synchrotron lab ALBA [14]

For membrane reflectivity experiments that don’t need a high intensity of X-rays, rotating anode or liquid anode X-ray sources can
also be useful (however, previous generations of X-ray sources such as standard sealed tube X-ray sources may not have high
enough intensities). For example, a monolayer X-ray reflectivity measurement could likely be carried out with one of these because
monolayers give a relatively large signal to noise ratio and their sample chambers have very small X-ray absorption rates.
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Figure 5.13.14: Schematic of a rotating anode X-ray source. [15] Making these devices reliable was a technological leap in the mid
1900’s because not only did the inner chamber need to be at high vacuum, but it also has lubricated moving parts.

Neutron Sources

Neutrons for characterization are produced via one of two methods: nuclear fission reactions or spallation. Nuclear fission sources
are the older generation, and operate similarly to a nuclear fission reactor: a heavy, radioactive element is fissioned in a chain
reaction that eject neutrons from the atomic nuclei, and this chain reaction is moderated (slowed/controlled) by heavy water. In a
fission source, the wavelength (energy) of the incoming neutrons is controlled by the temperature of the moderating medium. [12]

Spallation sources are now preferred over neutron sources because they have a much higher neutron intensity (number of neutrons
emitted from a source) than the fission sources and can be much more easily controlled; while a uranium fission source emits 3
neutrons per event, a spallation source can emit 20-30 per event! Because one of the major limitations for neutron scattering is the
low source intensity, this newer generation of neutron sources is an important step on the way to making neutron scattering
experiments more widely applicable. In spallation, metal targets are bombarded by high energy protons, and every time a nucleus
breaks down it releases neutrons in a spallation event. Because of the much higher intensity of neutrons produced by spallation
sources, monochromators or time of flight filters (wavelength filtering techniques) can be used to limit the source to a very narrow
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wavelength distribution, which is very helpful for scattering experiments (a higher intensity source is needed because intense
filtering can greatly decrease the intensity of a beam).

In addition, something to be aware of when using a neutron scattering facility is that neutrons have the potential to make your
sample radioactive. If the sample has a high enough radioactivity, the lab the neutron source is located at may deem it unsafe to
handle and will either wait for a period of months to years to return it or destroy it as radioactive waste.

Front-End Systems Accumulator Ring
(Lawrence Berkeley) (Brookhaven)

& Target
(Oak Ridge)

(Los Alamos and
Jefferson)

Instrument Systems |
(Argonne and Oak Ridge)

Figure 5.13.15: Spallation Neutron Source (SNS) facilities layout with tags of National Labs responsible for building each section.
The front-end systems are responsible for generating the protons, and the Linac accelerates them to a fraction of the speed of light.
The high energy protons are then kept in the accumulator ring until they are needed to be directed towards the spallation target.
Once the protons hit the spallation target, neutrons are produced which can be used to study samples using a variety of different
instrument systems known as beamlines [13]

Further Reading

For a deeper look into X-ray and neutron scattering, there are three main sources that were the most important sources of
information for this work.

The first is reference [1], ‘Elements of Modern X-ray Physics’, by Als-Nielsen et al. It is a comprehensive book on X-ray scattering
and diffraction using synchrotron sources and touches on neutron theory as well.

The next is a large review article [7], again by Als-Nielsen et al., ‘Principles and applications of grazing incidence x-ray and
neutron scattering from ordered molecular monolayers at the air-water interface.” While being much shorter than a book, this article
is still a fairly comprehensive review of the subject.

The last is by Kjaer [8], and is an incredibly abbreviated introduction to X-ray scattering and reflectivity, and would be most useful
for those already familiar with the concept of an inverse lattice.

Best of luck to all in your further studies!

Note to further contributors

For all future contributors, please continue posting descriptions of even more membrane scattering techniques. There are still a lot
of membrane scattering methods left to describe.
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6.1: Atomic force microscopy (AFM) on Membranes

Atomic force microscopy (AFM) is a technique with multiple applications in biology. This method is a member of the broad family
of scanning probe microscopy and was initially developed in 1986 by Binnig et al to overcome the disadvantages of the scanning
tunneling microscopy (STM) [1]. In the case of STM, only conductive materials can be studied as the resolution is obtained by
using a tunneling current between a sharp probe and the sample surface[1]. In contrast, AFM uses small forces on the surface by a
probe, thus do not damage samples and can provide information of surface topography of biological materials. AFM soon attracted
the attention of the biophysical scientists in biomembrane as well as synthetic membrane research due to its capability of observing
biological molecular system with resolution on nanometer scale and its possibility of three dimensional imaging [2].

Fundamental Elements of AFM

An atomic force microscope consists of a flexible cantilever containing a sharp probe, laser, photodiode detector, piezoelectric
scanner and feedback electronics [3]. The microscope obtains the surface topography by scanning the tip in gentle touch with the
sample. The tip motion is monitored by the piezoelectric scanner. As the tip scans the sample, the forces between the tip and the
sample surface cause the cantilever to bend. A photodiode detector detects the deflection of a laser beam reflected off the back of
the cantilever onto a two- segment photodiode. In most operating modes, a feedback circuit connected to the cantilever deflection
sensor keeps the interaction between the tip and the sample at a fixed value and controls the tip-sample distance. The feedback
signal is recorded by a computer to reconstruct a 3D image of the surface topography.
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Figure 6.1.1: Typical atomic force microscope (AFM) setup: The deflection of a microfabricated cantilever with a sharp tip is
measured by reflecting a laser beam off the backside of the cantilever while it is scanning over the surface of the sample. (CC-BY-
2.5,; Opensource Handbook of Nanoscience and Nanotechnology).

The force between the probe and the sample surface depends on the spring constant (stiffness of the cantilever) and the tip-sample
distance). The amount of force is calculated based on Hooke’s law:

F=—kz (6.1.1)

e F':Force
e k: spring constant
o z: cantilever deflection.

Imaging modes

There are three primary imaging modes in AFM: contact, non-contact and intermittent (tapping) mode [4]. During contact mode,
the probe is in contact with the sample and repulsive Van der Waals forces prevail, whilst attractive Van der Waals forces are
dominant when the tip moves further away from the sample surface [5].
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Figure 6.1.2: Force as a function of probe-sample separation [5]

Contact Mode

In contact mode, the tip is constantly in touch with the sample surface. The applied force is kept constant while the tip scans the
surface, creating the surface image [4]. This imaging mode is good for samples with rough and rigid surfaces as it provides fast
scanning with high resolution. One disadvantage of this imaging mode is that soft samples like tissues can be deformed or damaged
due to the applied force. This drawback can be solved by measuring the sample in aqueous environments to reduce the interaction
force between the tip and the sample.

Tapping Mode

In tapping mode, the tip is not in constant contact with the sample surface. Instead, the cantilever is oscillated at its resonant
frequency, which makes the tip lightly tap on the surface during scanning. A constant tip-sample interaction is maintained by
monitoring the oscillation amplitude and an image is obtained [4]. Several parameters that affect the image contrast are the height,
phase signals and amplitude [6]. Phase signals are influenced by material properties of the sample, for example viscoelasticity [6].
The force during scanning is greatly reduced, therefore this mode is useful for biological samples, where the samples are easily
damageable or loosely bound to their surface. However, this imaging mode requires a slower scanning speed and is more

challenging to measure in liquids.
A NV o
\J\/\ \w/‘/[ /\/V / y \) ! oo

Figure 6.1.3: A schematic representation of AFM operating in tapping mode [4]

Non-contact mode

There is no contact between the sample surface and the probe in non-contact mode. The probe oscillates above the sample surface,
forming a weak attractive force between the tip apex atom and the sample surface atom. Feedback signals are obtained by
measuring a frequency shift in the mechanical oscillation of the cantilever [6].

The force exerted on the surface sample is very low in this case. Moreover, as there is no contact between the probe and the
surface, the probe lifetime can be extended. Another advantage of this operating mode is the possibility to observe an atomic defect
if the very weak attractive force can be detected. The drawback of this mode is the reduction of resolution, and the oscillation of the
cantilever is affected in case there are contaminants on the sample surface. Usually this operation mode requires a careful control of
the environment (in UHV) to carry out [7].

Cantilever and Tips

The scanning probe is an important component of the AFM. The dimensions of the cantilever are in micrometer range, while its tip
has a radius of a few nanometers [4]. Different cantilever lengths, shapes and materials lead to various spring constants and
resonant frequencies. The most common materials of the probes are silicon nitride (Si3Ny4) or silicon (Si) [5]. Figure 6.1.4 shows a
scanning electron microscope (SEM) image of a silicon nitride (4a, 4b) and silicon (4c, 4d) cantilever chip, where a tiny tip having
a pyramid shape is integrated at the end. The silicon nitride probe is often used in static contact mode, where the stiffness of the
cantilever should be as low as possible [4]. The silicon probe is usually used in dynamic operation mode, which requires higher
values for the spring constant to reduce noise and instabilities [4].
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Figure 6.1.4: SEM images of microfabricated cantilever and tips. Electron micrograph of a used AFM cantilever. Image width
~100 micrometers (right) Image width ~30 micrometers. Images used with permission (CC BY-SA 3.0; Wikipedia).

Typically, spring constants of AFM cantilevers vary between 0.01 Nm™ and 100 Nm!, enabling a force sensitivity of 10-11N [4].
The force sensitivity is influenced by thermal, electrical and optical noise. [5] For biological samples, cantilevers in contact mode
often have resonance frequencies between 5 and 50 kHz in vacuum [8]. Figure 6.1.5 reports an AFM tip made of carbon nanotubes
(CNTs), which was a breakthrough in terms of resolution. CNTs tips have a high aspect ratio, small diameter, and a well-defined
surface chemistry, therefore appearing to be the ideal probe for biological applications [4].

> —

Figure 6.1.5: Multiwall CNT tip attached to the end of single crystal silicon tip. Inset: higher magnification view of the same tip
rotated 180° relative to the main image. Scale bar is 1um [4]

AFM on membranes

Native membranes studied by AFM

Biomembrane sample preparation

In order to study membranes using AFM, the membranes need to be fixed on a flat solid support [8]. Several solid supports such as
mica, highly ordered pyrolitic graphite (HOPG), template stripped gold and molybdenum disulfide have proved to give high
resolution images [6, 8]. While mica is an insulator and exposes a hydrophilic surface, HOPG is a good conductor and hydrophobic
[8]. The similarity between these two substrates is an atomically flat surface [8]. Based on chemical adsorption mechanism,
membranes are attached onto the solid support by adjusting pH and ionic strength. As the gap between membrane and the support
is very small (0.5-2nm), this may cause impaired mobility for membrane proteins that are directly attached to the support [6].
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Furthermore, the adsorption force may affect the conformation of the membrane proteins. To sum up, current sample preparation
methods still need further consideration in order to study dynamics and structure of native membrane proteins.

AFM images of native membrane

AFM can obtain the images of native membranes at submolecular resolution, which is a great advantage comparing to other
methods [6]. It is effective in providing information of the native organization of membrane proteins and their complexes. Figure

6.1.6 shows an example of the study of native membrane using AFM. Disk membranes were prepared from mouse retina and then
attached on mica support [6]. The AFM image revealed tight rows of dimers packed in the structure arrangement of rhodopsin [6].
This provides a platform for interaction with arrestin and transducin.

Figure 6.1.6: Topograph of native membranes.: Murine disc membranes shows tight packing of native rhodopsin. Most of the
rhodopsins are arranged as dimers that form extended rows. Scale bar :10nm, inset: 5nm [6]

Model lipid membranes studied by AFM

Preparation of supported lipid bilayers.

Supported lipid bilayers (SLBs) have been used as a biomimetic model for biomembranes in numerous studies [3, 9]. This system
consists of two lipid leaflets spread on a solid support [3]. Although this model lacks some features of the real membranes, it still
provides an insight of the structural organization and characteristics of cell membranes. The first method to prepare SLBs is the
fusion of lipid vesicles on solid supports [9]. The vesicles are prepared via sonication or extrusion, then adsorbed on the surface of
the solid support. The adsorbed vesicles either form larger vesicles by fusing together, or directly rupture and form SLBs.

Another method is to use a hydrophilic substrate on which two consecutive lipid monolayers are deposited by Langmuir-Blodgett
transfer [3]. A Teflon-coated trough contains the aqueous solution, with two movable Teflon barriers used to control the area for
lipid spread and form a monolayer at the air-water interface. There is also a balance to measure the surface pressure, controlling
lipid packing. The solid support is then pulled vertically through the lipid monolayer, depositing the first lipid layer on the
substrate. The transference of the second lipid layer can be completed by dipping the lipid support either horizontally or vertically.
This technique can be applied to fabricate SL.Bs having two different lipid composition.

AFM studies of SLBs formation.

SLBs formation process by fusing lipid vesicles on solid supports can be studied in situ by AFM technique, as illustrated in Figure
6.1.7. The vesicles spread from the edge towards the center, then stacked on top of each other. The edges of the top and bottom
bilayers are joined together to form bigger patches.
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t=8 min 25 sec t=13 min 8 sec

Figure 6.1.7: Series of AFM images demonstrating the formation of SLB on silica. (a) attached liposomes, (p) partially flattened
liposomes, (m) lipid bilayers, (s) bare silica surface, (x) a liposome that does not change throughout imaging and appears to be

trapped beneath the membrane. Image sizes are 1.67x1.67m [9]

Different protocols to prepare multi-component and phase-separated SLBs can affect the asymmetry of the resulting SLBs. In
Figure 6.1.8, the extruded small unilamellar vesicles (SUVs) composed of DLPC/DSPC are heated at 65°C, then fused on mica at
20°C. The resulting SLB are fully symmetric fluid/gel membranes. On the other hand, using sonicated SUVs heated at 20°C prior
to fusion results in a completely asymmetric SLBs.

@) |8,
Extrusion Tip sonification or
65°C ++20°C Extrusion at 65°C
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L ® ity [

L UL s e anewne
Figure 6.1.8: Different protocols to prepare DLPC/DSPC SLBs. The brighter color corresponds to a higher area. (A): The domain
is approximately 1.8nm higher than the surrounding DLPC fluid phase. (B): the step high difference is 1.8 and 1.1nm. (C). The
difference is 1.1nm. [3]

Summary
AFM is a powerful technique for scientists to have an insight in membrane biophysics. Advantages of this method including:

o The ability to image cell surfaces, molecular assemblies in their native aqueous environment at a very high resolution.
o No requirement of a conductive sample.

e Provide 3-D surface profiles.

o The ability to operate in liquid environment and ambient air.

Disadvantages of AFM are limited scanning area and the scanning speed.

Recently there have been some progress in improving AFM scanning speed and resolution, for example high speed AFM (HS-
AFM) or high resolution AFM (HR-AFM) [10, 11]. HF-AFM consists of modified components in order to maximize scanning
seed, for example soft small cantilevers having high resonance frequencies, high resonance frequency scanners and fast data
acquisition devices [10]. AFM is also combined with several techniques such as fluorescence microscopy to acquire more efficient
data [9]. The potential improvement of AFM will enhance the possibility to apply this technique in a wider range of biological
fields.
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6.2: Mass Spectrometer lonization Techniques for Membrane Proteins

Mass spectrometry is a technique in which charged particles from a sample are analyzed in order to obtain structural and
compositional information about the sample. Mass spectrometry is particularly relevant when studying proteins. With this
instrument, the determination of protein structure, function, and interactions is possible. A mass spectrometer can also detect post
translational modifications on complex mixtures, perform both quantitative and qualitative analysis, and monitor enzyme reactions,
chemical modification, and digestion pathways ' To date, two main ionization methods are used for protein analysis, electron
Tonization (EST) and matrix-assisted laser desorption/ionization (MALDI). These two ionization methods will be detailed in this
page along with methods used prior to these discoveries such as electron bombardment (EI) and fast atom bombardment (FAB). A
few applications of Mass spectrometry for membrane protein analysis will also be covered.

Introduction to Mass Spectrometry

A diagram of a conventional mass spectrometer is depicted in Figure 6.2.1.
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Figure 6.2.1. Conventional Mass spectrometer?
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As shown, the mass spectrometer consists of a sample input, an ionization chamber, accelerator, defector, detector, and an
amplifier. In brief, the sample of interest is injected into the mass spec and ionized to form charged particles. The charged particles
are then accelerated by increasing the kinetic energy of the particles. As shown in the Figure, there are three plates with slits in the
acceleration region; these plates all vary in potential allowing for the particles to increase in kinetic energy and form a finely tuned
beam as they pass through each slit. This beam consists of a mixture of different ions before hitting the deflector. The deflector
takes this mixture and separates the ions based on mass to charge ratio (m/z); this is done by applying a magnetic field. Figure
6.2.2 presents a diagram of what occurs in the deflector.

ion strearm & konstream B

Figure 6.2.2. Deflector of a Mass spectrometer

Different ions interact differently with the magnetic field. In Figure 6.2.2 for example, the ions from steam B are ions that have a
low m/z ratio. This means that the ions that compose this beam either have a low mass or a high charge or both. On the other hand
ions from stream C hardly interact with the magnetic field applied; meaning they have a high m/z ratio. The ions in steam B,
however, interact with the magnetic field in such a way that the ions pass through to the detector. The magnetic field can be altered
to select a desired m/z range. For example, if one were to want to detect the higher mass ranges (steam C), the magnetic field
would need to be larger in order to deflect the ions more. Equations 1 (Lorentz Force) and 2 (Newton’s second law of motion) are
crucial in understanding how partials move in an electric or magnetic field.

F=Q(E+vxB) (6.2.1)
F=ma (6.2.2)

Where @ is the ion charge, F' is the force applied on the ion, v X B is the cross product of the velocity and magnetic field, m is the
mass and a is the acceleration.

Equating the two equations then gives the following differential (Equation 6.2.3)
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Once the selected ions pass the deflector the ions travel towards a detector were there m/z is recorded. In short, when the ions strike

(m/Q)a=E+vzB (6.2.3)

the metal detector, a current from the movement of electrons is produced which can then be recorded as a signal. Because the
electrons affected by this collision are typically very few, amplification of the signal is almost always necessary. Ions in the gas
phase are typically very reactive and have a short lifetime thus it is important that the instrument in run in high vacuum (typically
from 107> torr to 107° torr pressure).

There are several different mass spectrometers commercially available that tailor to different needs, such as quantifying data,
qualifying data, protein sample analysis, small sample analysis, etc. Ionization techniques have been key to determining what types
of samples can be analyzed by mass spectrometry.>

Hard and Soft Ionization

Before going into detail about the different ionizations methods it is important to understand two main categories that ionization
falls under, hard and soft ionization.*

a. Hard ionization- hard ionization evokes larger amounts of energy to the sample of interest in order to ionize the sample. Due to
the larger amount of energy the bonds within the molecule tend to break more, resulting in an increase in fragmentation. Hard
ionization techniques typically yield in a larger number of lower mass fragments as oppose to higher mass.

b. Soft ionization- Soft ionization methods use smaller amounts of energy to ionize the sample, causing a decrease in
fragmentation. This technique yields a larger amount of high mass fragments.

Electron lonization (El)

Theory

Electron Ionization (EI) was one of the first ionization techniques developed for mass spectrometry. ®> EI is a hard ionization
method where a beam high-energy electron is used to bombard a sample of interest to produce multiple ions. As previously
mentioned the use of high-energy particles leads to extensive fragmentation, which can be useful for structural characterization. A
diagram of EI is shown is Figure 6.2.3.

— 11

Figure 6.2.3. Electron Ionization (EI) ®

As shown, the apparatus used to ionize molecules via EI consist of a source block, sample inlet, repeller, magnets, filament,
electron trap, and an exit plat at ground potential. The source block is made out of metal heated to 300°C to prevent the sample
from condensing. The sample must first be introduced into the source block in the gas phase. This can be accomplished by either
“boiling off” the sample from a probe via thermal desorption or by introducing of a gas through a capillary 7 . Once these neutral
gas phase particles enter the source block, they are bombarded by a beam of electrons where the electrons excite the molecule and
cause the molecule to eject an electron from the highest occupied molecular orbital (HOMO). This process results in ejection
ionization and molecular fragmentation. The electron ionization process that occurs is described below: °

M+e — M +2e (6.2.4)
where M is the analyte molecule, e— is the electron, and M ™ is the resulting positively charged molecular ion.

The electron source (cathode) is typically a thin filament of tungsten or rhenium wire that is heated up to an incandescent
temperature to produce electrons termed thermionic emission. These electrons must have enough energy to overcome the ionization
energy of the sample molecules. A potential of 70 V is applied between the cathode and the source block in order to accelerate the
electrons to 70 eV. At approximately 70 eV, the de Broglie wavelength of the electrons equals the length of a typical organic
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molecular bond. The energy transfer to organic analyte molecules is maximized thus leading to the strongest possible ionization
and fragmentation.” A slightly positive electron trap plate (anode) is placed at the opposite end of the source block. The excess
electrons that did not participate in the ionization of the sample are collected here. A small magnetic field is applied parallel to the
path of the electrons, by doing so the electrons travel in a helical path and thus increases their path length which in turn increases
the probability of interaction between the sample and the electron. The resulting positive charged sample molecules are accelerated
by the repeller into the accelerating region. By maintaining the exit slit at ground potential, the ions enter the mass analyzer at a
fixed kinetic energy. ’

The fragmentation and ionization process can be described using the Born Oppenheimer potential curves depicted in Figure 6.2.4.

l CHiO “+ H' +2 electron

CHyOH "* + 2 electron

Flectron Impact

Energy

CH:OH

Dissociation Coordinate

Figure 6.2.4. Born Oppenheimer potential curves ©

The Figure shows the Born Oppenheimer potential curves of a methanol molecule before and after electron impact. The red arrow
depicts the energy transition between the neutral molecule and the ionized molecule without sample fragmentation. However with
this method this is typically not the case. Due to the high energy of the incident electron, dissociation of the molecule is more
likely. The energy transition described is illustrated by the blue arrow.

Because this is a hard ionization technique, EI is good for polypeptide sequencing but it is very difficult to obtain information of
large proteins and their interaction pathways. As we will later see, along with all ionization techniques come advantages and
disadvantages.

a) Advantages

e High fragmentation can aid in molecular characterization

¢ Sample can be solid, liquid, or gas

o High fragmentation allows for a well defined fingerprint spectra

o Can be equipped to many different mass analyzers including time-of-flight, GC-MS, LC-MS etc.
o Fast and easy (typically first method of choice when screening samples) °

b) Disadvantages

o Characterization of large molecules is nearly impossible

e Sample must be volatile

o Multiple charges can result in very confusing mass spectra.

e Low mass ranges typically less than 600 Da. ( Proteins can be in the kDa range)
o Extensive fragmentation can make it difficult to interpret data.

¢ Only positive ions are formed

Application to Proteins

Electron Tonization Mass Spectrometry (EI-MS) has be used in protein turn-over research. The rate of protein synthesis in human
subjects is of great interest especially in this era were being "healthy" and "fit" and gaining lean muscle is of much interest. A study
conducted in 1992 by Calder AG reports using EI-MS to determine the enrichment of amino acids incorporated into tissue protein
during studies of human protein synthesis.2® This was done by measuring the d-5 enrichment from the conversion of phenylalanine
to phenylethylamine via EI-MS. The method of analysis proved to be very efficient for this task because detection of both free and
protein-bound d-phenylalanine were detected simultaneously and only 1 mg of protein was needed to conduct the study.?
However, EI-MS is not commonly used anymore for protein analysis because, since this is a hard ionization method, low mass
ranges typically less than 600 Da are detected and Proteins are typically in the kDa range.
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Fast Atom Bombardment (FAB)
Theory

Prior to the 1980s, EI was the main source of ionization for mass analysis. As previously discussed, one major limitation to all
chemist and biochemists using this technique was the inability to ionize larger bioorganic molecules such as polypeptides. This
limitation motivated scientist to develop new and improved ionization techniques that would allow for these larger molecules to be
ionized and detected. Fast atom bombardment (FAB), MALDI, and ESI were all designed to circumvent this limitation. These
techniques revolutionized biomolecular analyses.”Fast atom bombardment (FAB) is a soft ionization technique in which a sequence
of high-energy atoms that strike a surface to produce ions. Figure 6.2.5 present a diagram of how FAB functions.
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e " [ ] e ® _ spectromeler
_— 1
]
|
]
]

desorbed secondary
ion beam

4

extraction
arid

Figure 6.2.5. Fast Atom Bombardment 8

probe tp

As shown a stream of fast particles, typically an inert gas such as Argon or Xenon, bombards a sample of interest emitting analyte
of various masses from the plum.

In its natural state, Argon and Xenon are relatively slow moving particles. In order to accelerate these molecules to be used as a
beam source, the gas must first be ionized itself, this is done by colliding small particles or atoms. Once ionized, the gasses can
then be accelerated to a certain potential. When in motion, these fast moving ions become neutralized by the dense cloud of excess
natural gas surrounding them in the collision cell, this process in known as charge exchange. This process can be expressed below:

9
Ar — Ar* e (6.2.5)
Art — Ar*(fast) (6.2.6)
Art(fast)+ Ar — Ar(fast) + Ar™ (6.2.7)

Because FAB is a soft ionization technique, most of these ions being ejected by the bombardment of these neutral inert atoms will
have high masses. The sample itself is not just consistent of the analyte, like Matrix Assisted Laser Distortion Ionization that will
be discussed later in this article; FAB uses a matrix to aid in ionization. FAB operates using a liquid matrix, where the sample and a
large excess of matrix are mixed. The sample-matrix mixture is placed on a sample plate typically using an insertion probe. Having
a liquid matrix services FAB by reducing damage made to the sample by the impact of the ion beam, constantly replenishing the
surface with new sample after being bombarded with incident beam, and keeping the sample from aggregating. °Below is a list of
factors to consider when selecting a matrix for a sample:

e The sample must be soluble in the matrix
e Matrix cannot react with sample ions
e Matrix must have low volatility under vacuum in order to maintain a liquid

One of the most commonly used liquid matrices for FAB ionization is glycerol and m-nitrobenzyl alcohol (NBA). ' Once the
sample is prepared and placed on the probe, the instrument is placed under high vacuum (typically from 1073 torr to 107° torr
pressure) to insure that no other molecules will contaminate the sample or react with the very reactive ions being produce. The
sample is then irradiated with a continuous beam of high energy atoms (from 4000 to 10,000 electron volts) producing ions that can
be analyzed using a mass spectrometer.'? Listed below are advantages and disadvantages with using FAB as an ionization method.

a) Advantages

e - Because it is a soft ionization technique samples with large masses can be analyzed
e - Able to produce large biological samples such as small proteins, peptides, DNA, etc.
e - Can analyze polar, ionic, and thermally and energetically liable samples
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¢ - Can be equipped to a quadruple
o - Allows for less complicated spectra because of its tendency to produce mostly singly charged particles.

b) Disadvantages
- Characterization using smaller fragments can be very difficult

e - Usually form single charged particles decreasing the effective range of the mass analyzers.

e - Low sensitivity compared to MALDI

¢ - Lower mass ranges compared to other Ionization techniques seen later in this report (~300-6000 Da)
e - Sample must be soluble in the matrix

¢ - Salt contamination can suppress molecular ion formation

o - Typically spectra have high chemical background

Applications to Proteins

Theoretically FAB would be very useful for protein membranes because, as previously mentioned, the matrix/sample mixture is
typically glycerol and in this matrix the proteins would rise to the surface of the mixture. 2! Compounds at the surface of the matrix
are readily ionizable.”! However, many studies show an decrease in ion current with increase mass of sample, meaning large
proteins (greater than 3000 Da) would be difficult to ionize. >! Previously FAB has been used for the annalyis of large peptides and
smaller proteins such as Proinsulin®®, glucagon®*, melittin®®, adrenocorticotropic hormone®® and has also been used to sequence
small peptides. 2

Electrospray Ionization (ESI)
Theory

The need for a new and improved ionization method became apparent when scientist started studying proteins in greater depths.
Before electrospray ionization, ionization methods such as fast atom bombardment were used to ionize small proteins. However, as
previously discussed one great limitation in this ionization method is the inability to ionize large molecules such as large proteins at
high yields. These limitations were circumvented when Fenn developed a technique known as Electrospray Ionization in 1989.'
ESI is a soft ionization technique in which ions are ejected from charged vapor droplets to produce an aerosol. Figure 6.2.6
presents a diagram of an ESI probe.

Oxidation

T T Electrons
High voltage
power supply

Figure 6.2.6. ESI Probe 13

A dilute sample is introduced by a mechanical syringe pump through a hypodermic needle at low flow rate of typically 1-20
pL/min.!? The capillary is typically heated to 100-300°C in order for the ions to be completely desolvated. As shown in the
diagram above, a voltage (~4000 volts) is applied between the capillary containing the sample (left) and the sample plate (right).
The voltage causes charge separation at the tip of the capillary. This charge separating and the full of the electric field on the
positive ions overcomes the surface tension of the liquid thus forming a Taylor cone at the end of the capillary that contains an
excess of charge. 14 The tipoff the cone being the least stable point, elongates into a liquid filament. For the case above (Positive
Ton Electrospray), the positively charged ions are arranging at the tip of the Taylor cone. This cone is formed to relieve columbic
repulsion at the capillary tip once Rayleigh limit of surface tension is reached. From this cone a stream of droplets form. As the
droplets travel to the sample plate the solvent in the droplet starts to evaporate. This process can be aided by using an inert gas such
as N, to help nebulize the droplets. As the solvent evaporates the charge density becomes more concentrated and in turn causes like
charges to repel each other (Coulombic effect). This effect can be described using Equation 4 (Coulombs law).
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where Ris the droplet radius, gthe chargeand N is the number of elementary charges e.

The repulsion of these charges causes and increases in surface tension of the droplet; when the droplet can no longer hold, the
Rayleigh limit is exceeded.® This process reoccurs as more solvent evaporates within each droplet until the individual ions reach
the sample plate; by this point all ions should be separated, this process in known as the Dole charge residue model. Equation 5
describes the maximum charge a droplet can carry before the Rayleigh limit of surface tension is reached.®

q=8m=*rfey=*r (5)

Where q is the droplet charge at the Rayleigh instability limit, r is the droplet radius, eo is the electric
permittivity ofthe surrounding medium, y is the surface tension and o is the surface charge density.

However, there is another theory as to what happens when a droplet is traveling to the sample plate, known as the Iribarne
Thompson ionization theory. Here, it is said that a point is reached in which the repulsion between the ions is so great that it is
thermodynamically unstable for the ions to stay together and thus it is favorable for hydrated ions to be liberated from the droplet
into the gas phase. When the droplet travels to the sample plate the radius of the droplet becomes smaller and smaller due to the
evaporation of the solvent. Iribarne Thompson ionization theory states that there is a point where the radius is so small (less than
10nm) that the ion emission dominates over Rayleigh fission. 14 This process does not require that a very small droplet contains
only a single ion as seen in the Charge Residue model.!2 Iribarne Thompson ionization theory states that the using Equation 6.12

t
key = " exp(— 55) (©)

‘Where k; is the rate of ion evaportation, ks, is the Boltzmann constant, T is the temperature of the

droplet, h isthe Planck constant, and AGY is the free energy of activation.

.Common solvents used in ESI include a mixture of water with a volatile organic compound such as methanol. In order to decrease
the initial droplet size small amounts of acetic acid is commonly added. It is important to have the correct solvent in order to
optimize the ionization yield of the gas molecules. As previously mentioned, a Taylor cone is formed at the end of the capillary tip
that is formed from overcoming of the surface tension of the liquid. The electric field required to onset the Taylor cone providing a
steam of droplets is described using Equation 7. ™

_ zycruut-‘i"
& _\,jl Eor: 7
where y is the surface tension of the liquid, cos 49° is the half-angle of the Taylor cone, £;is the
permittivity ofvacuum, and 7, is the radius of the capillary.

Notice the dependency of the surface tension of the liquid on the electric field. Liquids with high surface tensions will require
higher electric fields.

The ionization of the ions in the charged droplet is dependent on the presence of charges that comes from the separation of positive
and negative electrolyte ions in the Taylor cone. Thus, it can be said that concentrations of these electrolytes play a great role in
optimizing the ionization of molecules. It has been shows that a minimum concentration of 10> M concentration is required.

Along with all ionization techniques, ESI comes with advantages and disadvantages to using this technique.
c) Advantages

e - Because it is a soft ionization technique samples with large masses can be analyzed

e - Able to analyze large biological samples such as proteins, peptides, DNA, etc.

e - Can be equipped to a quadruple, ion trap, and liquid chromatography

o - No matrix interference or limitation

o - Multiple charging allows for analysis of high mass ions with a relatively low m/z range instrument

(=¥

) Disadvantages

o - Characterization using smaller fragments can be very difficult
o - Difficulty with analyzing mixtures

e - Multiple charges can result in very confusing mass spectra.

e - Low-high mass ranges typically less than 200,000 Da.

¢ - Does not work well for non volatile salts (buffers)

¢ - Not useful for non-polar compounds
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Applications to Proteins

ESI is a very common and useful tool for protein analysis mainly because it is able to ionize proteins without denaturing them,
meaning non-covalent, receptor ligand complexes remain intact. This is because ESI allows for multiple charge states, meaning
large proteins can be ionized and detected allowing ESI to be used for a wide range of applications.Characterization of Hemoglobin
variants in blood have always been of interest in the clinical setting; however in the past it was very time consuming and
challenging with other methods . With ESI-MS it is now possible to analyze over 250 samples in no more than 2 days. 28 EST is
also commonly used for amino acid profiling in order to detect major diseases such as phenylketonuria , maple syrup urine disease,
homocystinuria, and galactosaemia. 28

Matrix Assisted Laser Distortion Ionization (MALDI)
Theory

Matrix-assisted Laser Desorption/Ionization (MALDI) along with electrospray ionization, are now among the leading ionization
methods for nonvolatile, high molecular weight compounds. MALDI specifically has been widely used to analyze, nonvolatile
biomolecules, in particular peptides, proteins, oligonucleotides, and oligosaccharides. !

MALDI is a soft ionization technique in which a laser energy-absorbing matrix is used to create ions. Figure 6.2.7 presents a
diagram of how MALDI functions.

Laser beam

)
8 b33
o Desolvation &
= Desorption ..‘. ionization e ® . to Mass
o —_— —_— -
2 oge /' .. . analyzer

o ® l... .

Proton Transfer

@ Analyte spots
® Matrixspots
Figure 6.2.7. MADLI 8

A crucial step in utilized MALDI technique is the formation of the matrix-analyte cocrystal. The composition of the Matrix is a key
difference between FAB ionization and MALDI. As previously mentioned FAB operates by utilizing a liquid matrix while MALDI
uses a cocrystalline matrix. The cocrysal is made by dissolving analyte into a solution of the matrix compound. The solution is then
spotted on the target plate, and once the solvent evaporates a mixture of analyte and the matrix compound is left. As shown, the
target plate holds the sample (orange) and matrix compound (green). The matrix is in very large excess to insure that it gets
desorbed with the target sample of interest.

One of the key components that drive the ionization of molecules in MALDI is the matrix the sample is placed in. The matrix
compounds used in MALDI are generally low in mass; this is to ensure that once the laser strikes the sample the matrix is easy
vaporized into the gas phase. In order for the matrix to have high enough energy to transfer energy to the analyte, it is important
that the compound is able to have high UV absorbance. Typically highly polar analytes work best with highly polar matrices, and
similarly nonpolar analytes work better combined with nonpolar matrices.'® Below is a table of commonly used matrices for
different analyte.

Table 1. Matrices used is MALDI!8

Compound Acronym Application to
Nicotinic acid NA Peptides, proteins
Picolinic acid PA Oligonucleotides, DNA

3-Hydroxypicolinic acid HPA, 3-HPA Oligonucleotides, DNA
3-Aminopicolinic acid 3-APA Oligonucleotides, DNA
6-Aza-2-thiothymine ATT Oligonucleotides, DNA
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Compound
2,5-Dihydroxybenzoic acid
DHB-based mixtures

3-Aminoquinoline
a-Cyano-4-hydroxycinnamic acid

4-Chloro-a-cyano-cinnamic acid
3,5-Dimethoxy-4-hydroxycinnamic acid
2-(4-Hydroxyphenylazo) benzoic acid
2-Mercaptobenzothiazole
5-Chloro-2-mercaptobenzothiazole
2,6-Dihydroxyacetophenone
2,4,6-Trihydroxyacetophenone
Dithranol (1,8,9-anthracenetriol)
9-Nitroanthracene
Benzo[a]pyrene

2-[(2E)-3-(4-tert-Butylphenyl)-2-methylprop-
2-enylidene]malonitrile

Acronym
DHB
DHB/XY and super-DHB

3-AQ
a-CHC, a-CHCA, 4-HCCA, CHCA

CICCA
SA
HABA
MBT
CMBT
DHAP
THAP
None
9-NA

None

DCTB

Application to

Proteins, oligosaccharides
Proteins, oligosaccharides
Oligosaccharides

Peptides, smaller proteins, triacylglycerols,
numerous other compounds

Peptides
Proteins
Peptides, proteins, glycoproteins, polystyrene
Peptides, proteins, synthetic polymers
Glycopeptides, phosphopeptides, and proteins
Glycopeptides, phosphopeptides, proteins
Solid-supported oligonucleotides
Synthetic polymers
Fullerenes and derivatives
Fullerenes and derivatives

Oligomers, polymers, dendrimers, small
molecules

Once the sample is made, a high-energy laser pulse (typically UV) is applied to the sample creating a plume of ions that can then
be analyzed. The type of laser used is another key differences between FAB and MADI, while FAB uses a series of atoms to
bombard the sample; MADI operates using a beam of ions. Some common lasers used include a nitrogen laser (A=337 nm) and a
frequency tripled Nd-YAG laser (A=355 nm). '!After the laser marks the sample, the irradiated spot is heated and becomes
vibrationally excited. Desorption of excited molecules occurs where the molecules (consisting of the analyte and matrix) leave the
target plate in the gas phase. The exact mechanism of this ablation is not know, however it is theorized that this occurs either
because of sublimation after the excitation or pressure caused by rapid expansion of the crystal lattice. '* During this process, the
matrix molecules collide with the molecule of interest and protonate or deprotonate the molecule creating an ion. The ion is then
able to travel to the mass analyzer. Although the exact mechanism of this ablation is not known there have been proposed
mechanisms as to what could potentially be occurring when the sample is photionized. Below is a schematic of photoionized
reaction pathways proposed by Ehring, Karas, and Hillenkamp in 1992 (Figure 6.2.8).
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Figure 6.2.8. Photoionized reaction pathways

Along with all ionization techniques, MSI comes with advantages and disadvantages to using this technique. !

a) Advantages

9
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e - Because it is a soft ionization technique samples with large masses can be analyzed

e - Able to analyze large biological samples such as proteins, peptides, DNA, etc.

¢ - Can be equipped to a quadruple which in turn leads to high accuracy when determining mass of sample since the quadruple
m/z range is selective and relatively small.

o - Allows for less complicated spectra because of its tendency to produce mostly singly charged particles.

o - Can be used to image samples

e - Very high masses range typically less than 500,000 Da.

o - Tolerance of salts

e - Can be used to analyze complex mixtures

b) Disadvantages

e - Characterization using smaller fragments can be very difficult

e - Usually form single charged particles decreasing the effective range of the mass analyzers.
o - Contamination of sample can have a significant effect of making the crystal matrix.

e - Matrix could cause high background noise

o - Possibility of photodegradation by laser desorption/ionization

Applications to Proteins

MALDI, along side ESI, is also a very commonly used ionization method for protein analysis. Because MALDI is a soft ionization
method, the ions produced have low energy allowing the production and detection of intact/low fragmented molecules. The
production of intact molecules allows for protein identification and characterization. Once the protein is denatured, MALDI can
also be used for protein sequencing by peptide mass fingerprinting.

One major advantage to MALDI is the ability to image proteins. MALDI Imaging can provide local molecular composition,
relative abundance and spatial distribution of peptides and proteins in membranes.

Concluding Remarks

Ionization is a very important component of mass spectrometry and, as shown, is the key to determining what types of samples can
be analyzed. As discussed there are important parameters and limitations associated with every ionization method, and
understanding the limitations associated with each one is necessary in order to select the correct method when trying to analyze a
sample. To date the ionization yields of large molecular samples such as proteins is relatively low (1/1000 molecules) limiting the
sensitivity of mass spectrometers. ' Novel ionization techniques are being sought out for that will improve upon this great
limitation. Table 2 found summarizes and compares the ionization techniques visited in this article. >*

Table 2. Summary of ionization techniques visited in this paper.

L Typical ~ mass Matrix . Complex LC/MS e
Ionization source . Degradation . Sensitivity
range (Da) interference mixtures amenable

Limited unless
Electron Rk o )
500 NO NONE used with Very Limited Picomole

ionization (EI)
GC/MS

Comments: Good sensitivity; unique fragmentation data generated; National Institute of Science and Technology (NIST) database

(>100,000 compounds) available to compare fragmentation data; thermal decomposition a major problem for biomolecules; Limited

mass range due to thermal desorption requirement.

Matrix reactions
Somewhat o
FAB 7,000 YES and some thermal Very Limited Nanomole

. amenable
degradation

Comments: Relatively insensitive; little fragmentation; soft ionization; high salt tolerance to 0.01 M, solubility with matrix required

Electrospray 70,000 NO Thermal Limited Excellent High femtomole
Ionization (ESI) to low picomole
Comments: Excellent LC/MS tool; low salt tolerance (low millimolar); multiple charging useful, but significant suppression with

mixtures occurs; low tolerance of mixtures; soft ionization (little fragmentation observed).
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Photo Good for

MALDI 300,000 YES degradation and complex Possible
matrix reactions  mixtures

Low to high
femtomole

Comments: Somewhat tolerant of salts; excellent sensitivity; matrix background can be problem for low mass ions; soft ionization
(little fragmentation observed); photodegradation possible; suitable for complex mixtures. Limited multiple charging occurs so
MS/MS data is not extensive.
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6.3: Electrospray lonization (ESI) Mass Spectrometry

Electrospray Ionization Mass Spectrometry is a technique used to determine molecular weights for proteins, peptides, and other
biological macromolecules such as oligosaccharides. Originally described by Canadian-American Physicist Sir Arthur J. Dempster
in an article titled "A new method of positive ray analysis."” His work was the first modern mass spectrometer, which used positive
rays to determine the mass-to-charge ratio of various isotopes of lithium and magnesium. Dempster showed that it was possible to
determine the isotopes' relative proportions and atomic weights using this method”. Mass spectrometry in general is useful for
structure elucidation (when combined with chromatography separation techniques), peptide sequencing (when combined with ion
traps), and quantification (when combined with a triple-quadrupole mass analyzer) for example, and is mainly limited by the ability
of the ions generated to remain stable until their arrival at the detector. Electrospray Ionization describes the method by which the
macromolecules are ionized via a “soft” ionization, which does not fragment nor harshly degrade the macromolecules and ionizes
by multiple charging!. Rather, the macromolecules are ionized into small droplets?. The droplets are then desolvated further,
effectively decreasing the droplet size into molecules with protons'. The protonated/desolvated molecules enter the mass analyzer
and subsequently the detector to determine the mass/charge ratio'. The main advantage is that the samples can easily be introduced
to the instrument in solution with the ability to detect very small masses (atomic masses) to very large molecules (MDaltons) with
detection limits down to the pico-, femto-, and attomole levels®. Furthermore, this analytical technique has become of great
importance within the last decade or so due to advancements enabling even higher sensitivity and its ability to be combined with
high-throughput automation for -"omics" studies with high applicability in drug discovery.

Sample Preparation

Samples for ESI-MS are typically purified, which is ideal for the instrument because mixtures of components with different
physicochemical properties are not good analytes for the technique (e.g. glycans vs. peptides)!. Methods such as high-performance
liquid chromatography, capillary electrophoresis, and liquid-solid column chromatography are commonly employed for the
purification step, and subsequently injected into the ESI-MS'. Usually, the purification method is attached directly to the capillary
needle!.

Mass Analyzer {quadrupole mass specirometer}

Desalvating Capillary

Lenses

Il =

Drying Gas ~ First Pumping Stage

Sceord Pumping Stage

Figure 6.3.1: Diagram of Electrospray Ionization-Mass Spectrometry (Murphy, 2016)

Electrospray lonization (ESI)

A mechanical syringe pump injects the liquid sample (usually less than one mM in a polar volatile solvent) into the capillary
needle, and thereby nebulizing it into a fine mist!. Typically an analyte will undergo three major processes after injection and
transfers into the gas phase: it will produce charged droplets from the high-voltage cappillary tip, repeatedly evaporate solvent from
the charged droplet followed by droplet disintegration into much smaller droplets, and lastly transfer of the ion into the gas-phase®.
The capillary needle typically has an inner diameter of ~0.1mm and outer diameter of ~0.2mm, and a low flow rate around 1 to 20
pL/min’. A voltage is applied to the tip of the capillary of around 2-6 kV, where the surrounding source-sampling cone is located
around 1-3 cm from the spray needle tip (see Figure 6.3.1)%.

https://phys.libretexts.org/@go/page/14603



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/14603?pdf
https://phys.libretexts.org/Courses/University_of_California_Davis/Biophysics_241%3A_Membrane_Biology/06%3A_Experimental_Characterization_-_Mass_Spectrometry_and_Atomic_Force_Microscopy/6.03%3A_Electrospray_Ionization_(ESI)_Mass_Spectrometry

LibreTextsw

The strong electric field causes the nebulized particles to carry a charge, thus, becoming electrospray droplets where a drying or
sheath gas flows around the capillary improving nebulization'.

lonization chamber/atmospheric pressure region | Mass spectrometer,
' high vacuum region

Analyte in N3 (g) flow

solution (sheath gas)

\ 3

Analyte in
gas phase

|
|
I
N2 (g) flow !

Spray needle | Heated capillary

' (100-300°C)
Charged ES droplets (aerosol)

Source sampling cone
Figure 6.3.2: Diagram of Electrospray Ionization (Banerjee & Mazumdar, 2012)

The electric field also directs the spray toward the mass spectrometer while droplets diminish in size (solvent evaporation)'. This
process is described pictorally in Figure 6.3.3 below. Once the electrospray droplets pass through the heating capillary (Figure
6.3.2, labeled as desolvating capillary in Figure 6.3.1), the ions completely desolvate!. The heating capillary is typically around
0.2mm inner diameter, 60mm in length, at a temperature controlled in a range from 100-300°C for desolvation and continual
droplet shrinkage!. At this point two forces become dominant: surface tension in the droplets acting to retain the shape of the
droplet, and Coulomb force of repulsion between like charges on the surface which act to break down the shape of the droplet?.

As the droplets travel through the heating capillary, they have a high enough electric field density that causes like charges to repel
one another, increasing surface tension (first to second step in Figure 6.3.3)2. The droplets then reach the Rayleigh limit, which
describes the limit of the number of charges that can be present on a charged droplet before fission occurs and is broken down
(third step in Figure 6.3.3)%. It is at this point the surface tension can no longer sustain the Coulomb force of repulsion, and a
“Coulomb explosion” or “Coulomb fission” occurs (fourth step in Figure 6.3.3)!. The parent droplets disintegrate into much
smaller droplets of positive or negative charge, with a much higher mass-to-charge ratiol. These small droplets have high mass-to-
charge ratios because smaller portions of parent charges are carried off and distributed in many offspring droplets compared to the
mass carried off from parent droplets. An example time history is shown below of methanol droplets produced by electrospray in
Figure 6.3.4.

The charges are diffuse
enough that the
electrostatic repulsion
is contained by

surface tension.

Solvent — = = — —
Evaporation
The “+" charges are
brought closer together
due to droplet shrinkage.

Solvent i - -
Evaporation

Further evaporation
+ increases repulsion,
e- causing the droplet to
deform or “bud.”

To Power i i e e

Ghmres Fission Process| Evaporation

Magnified Surface tension is

eventually overcome,
and the droplet is split
through Coulombic
explosion (fission). The
resulting droplets re-
enter the cycle.

Figure 6.3.3: Fission Process Diagram (McFarland, 2008)
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Figure 6.3.4: Methanol Droplets produced by microelectrospray process. The upper left droplet is a parent droplet created at the
electrospray capillary tip. N is the number of elementary charges, R is the radius of the droplet in micrometers, At is the time in
microseconds for solvent evaporation to shrink the droplet (right arrows) to the point where Coulomb fission occurs (down arrows).
Only the first three successive solvent evaporation/Coulomb fission steps are shown. The inset is a drawing of a droplet undergoing
jet fission (Banerjee & Mazumdar, 2012).

The decomposition of a droplet from ESI occurs in manner similar to the inset of Figure 6.3.4, and is dictated by the Rayleigh
equation:

q> =8n’e,ND? (6.3.1)

Where q is charge, epsilon 'naught’ is the permissivity of the medium, gamma is the surface tension of the droplet, and D is the
droplet diameter.

Mass Analyzers

From the ion beam, the mass analyzer takes different types of ions and separates them based on their mass-to-charge ratio.
Afterwards, the ions are passed onto the detector. There are many types such as magnetic (B)/electric (E) sector mass analyzers,
linear quadrupole ion trap (LIT), three-dimensional qudrupole ion trap (QIT), orbitrap (Mass Analyzer Orbitrap), time-of-flight
mass analyzer (TOF, Mass Analyzer Time of Flight), and ion cyclotron resonance mass analyzer (ICR)'. They all take advantage of
dynamic of static magnetic/electric fields based on Lorentz force law (Equation (1), a charge experiences electric and magnetic
forces when traveling through magnetic/electric fields)> and Newton's second law of motion (Equation (2), objects accelerate based
on their mass and net forces acting on the object)*.

F =qFE +quzB (6.3.2)
F =mza (6.3.3)

Where in Equation (2), F is the Lorentz force, q is the charge of the ion, E is the electric field, v is the velocity of the ion, and B is
the magnetic field. In Equation (3), F is Force, m is mass, and a is acceleration.

Table 1 below briefly summarizes comparisons between different mass analyzers. The mass analyzer uses electrostatic lenses (see
Figure 6.3.1) to direct the beam into the analyzer, and is kept at a high vacuum (around 107 torr to 107 torr pressure) to prevent
any undesired molecular interactions between the ions and the atmosphere’.

Table 1: Comparison of mass analyzers (de Hoffmann & Stroobant, 2007)
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TOF

Quadrupole Ton trap TOF reflectron Magnetic FTICR Orbitrap
Mass limit 4000 Th 6000 Th =>1000000Th 10000 Th 20000 Th 30000 Th 50000 Th
Resolution 2000 4000 5000 20000 100000 500000 100000
FWHM (my/z 1000)
Accuracy 100 ppm 100 ppm 200 ppm 10 ppm <10 ppm <5 ppm <5 ppm
Ton sampling Continuous Pulsed Pulsed Pulsed Continuous Pulsed Pulsed
Pressure 10~ Torr 107 Torr 10~ Torr 10~ Torr 10~° Torr 10" Torr 10" Torr

Triple quadrupoles — — PSD or TOF/TOF Consecutive sectors ~ — —
Tandem mass MS/MS MS”" — MS/MS MS/MS MS”" —
spectrometry fragments fragments fragments fragments fragments

precursors precursors

neutral loss neutral loss

Low-energy Low-energy — Low- or high-energy  High-energy Low-energy —

collision collision collision collision collision

Five main characteristics for the measuring performance of a mass analyzer are the mass range limit, analysis speed, transmission,
mass accuracy, and resolution®. According to de Hoffmann and Stroobant, mass range is the mass-to-charge (m/z) limit the mass
analyzer can measure ions, expressed in units of Th (Thomson), or u (unified atomic mass unit) for ions with an elementary charge

(z=1), where {1 Th=1Y, = 1 D%/, = 1.036426%10°° kg/}°. Analysis speed (scan speed) is the rate the analyzer measures over a
particular mass range, expressed in mass units per second (u/s) or in milliseconds (u/ms)°. Transmission is the ratio between the
number of ions reaching the detector and number of ions entering the mass analyzer, including ion losses from other sections of the
mass analyzer, such as the electric lenses®. Mass accuracy, as it sounds, is the accuracy of the m/z provided by the mass analyzer®.
It is the difference between the theoretical m/z (Myeqretica) @nd measured m/z (M esured), €Xpressed in millimass units (mmu) or
parts per million (ppm)°. This parameter is closely related to the stability and resolution of the analyzer, for example, a low-
resolution instrument cannot provide high accuracy®. The resolution or the ability of the analyzer to yield distinct signals from two
ions with similar to small differences in m/z can be expressed as the following in Equation (4)°.

_m
 Am

Where m is the mass of the first peak, divided by the difference, Am, between the neighboring peaks2. The data is improved with
more resolution (higher R)°.

(6.3.4)

Detectors

A common type of detector used in conjunction with a quadrupole mass analyzer for example, is an electron multiplier (EM)
detector®. In this type of detector electrons are accelerated to a high velocity, enhancing detection efficiency®. To achieve this, an
electrode called a conversion dynode is held at a high potential from + 3 kV to + 30 kV, opposite to the ions’ charges®. Once ions
strike the conversion dynode, several secondary particles are emitted®. Secondary particles are typically negative and positive ions,
electrons, and neutral particles®. For example, if positive ions strike the conversion dynode, negative ions and electrons are the
secondary particles of interest, likewise, if negative ions strike the conversion dynode the secondary particles are positive ions°.

The secondary particles are then amplified in a cascade effect to produce a current.

-3000 V -1000 V

positive ion

-5000 V -2000 V -600 V

Figure 6.3.8: Discrete dynode electron multiplier schematic, the first dynode (at -5000 V) converts ions into electrons (de
Hoffmann & Stroobant, 2007)
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Figure 6.3.8 shows a schematic for a discrete dynode electron multiplier detector®. The first dynode starts at a higher magnitude
potential (but negative), causing the secondary particles to emit electrons®. The secondary particles and electrons accelerate to each
subsequent dynode (due to the lower potential) until the electrons reach the output of the electron multiplier, which is held at
ground potential®. A cascade of electrons are created at the end, and the current produced and amplified by conventional electronic
amplification®.

Electrospray lonization on Membrane Proteins

Membrane proteins are of particular interest because of their importance in cell signaling, transport, adhesionS, and intercellular
interactions. Some advantages of mass spectrometry methods in studying membrane proteins are that freezing or crystallization (as
in X-ray crystallography) are not required, and that it is possible to study these proteins in their native (unfolded) state®. Utilization
of electrospray ionization (ESI) mass spectrometry (MS) on membrane proteins typically falls under two categories: native MS and
labeling MSS. Native MS involves maintaining non-covalent interactions, which preserves tertiary and quaternary structures, and is
carried out in vacuo®. Labeling MS methods involve chemical crosslinking, hydrogen-deuterium exchange, and hydroxyl radical
footprinting (HRFP) to name a fewS. For each method, proteins are labeled in solution (peptides reacted with chemical labels),
undergo proteolysis, and are subsequently measured/quantified via MS method® (see Figure 6.3.9 below).
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Figure 6.3.9 Summary of Native (Intact) and Labeling (Fragment) Mass Spectrometry (MS) methods. Intact/Native MS involves
retaining tertiary and quaternary structures for analysis, whereas fragment/labeling MS methods involve chemical crosslinking,
exchanging, or tagging of peptides followed by proteolysis. Labeling MS methods then study fragmentation patterns of labeled

peptide segments (Calabrese and Radford 2018).

Considerations for ESI on Membrane Proteins

Careful consideration in optimizing the parameters are absolutely necessary when analyzing biological materials in mass
spectrometric methods. Two examples of these parameters are the collision voltage and selection of detergent6 The collision
voltage is that which is applied to molecular ions, accelerating them into the collision cell with an inert gas®. Optimization of
collision voltage involves selecting a voltage that enables fragment ions to be observed, but also well resolved. This voltage goes
hand-in-hand with careful consideration of the buffer/detergent. Ideally, the buffer/detergent needs to be able to efficiently
solubilize the protein, and also be easily removed to allow the protein to be properly desolvated (see Figures 3 and 4)°. Detergents
are used for membrane proteins because of their amphiphilic nature, similar to the membrane proteins themselves®. Where these
two parameters come together are when the membrane protein-detergent complex transfers into the gas phase: the collision voltage
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must be high enough to desolvate the membrane protein from the detergent, and the detergent must not strongly solvate the
membrane protein®. Strong solvating detergents require higher energies which risk destabilizing the protein prior to detection in the
mass analyzer.

If the membrane protein is not liberated from the detergent, perhaps due to low collision voltage, the membrane proteins' signals
maybe be suppressed by noise from the remaining detergent (see Figure 6.3.10b and 10f). Figure 6.3.10 below also demonstrates
the concepts of selecting proper collision voltage combined with an appropriate detergent.

Cc PagP solubilized in DDM d PagP solubilized in amphipol
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Figure 6.3.10: Examples from native mass spectrometry of membrane proteins (Calabrese and Radford 2018). (a) Demonstrates
that low collision voltage/energy results in partial removal of detergent/amphiphile, resulting in unresolved peaks. Conversely,
sufficiently high collision voltage results in complete detergent/amphiphile removal, resulting in resolved peaks. (b) echoes
concepts from 10a demonstrating a theoretical mass spectra from low collision voltage (green/front) to high collision voltage
(red/back). (c-d) Demonstrates differences in using detergents DDM (c) and amphipol (d) on PagP, suggesting two conformations
are present. (e-f) Shows DgkA protein mass spectra differences using DDM (e) vs. amphipol (f). Use of amphipol for DgkA
demonstrates its strong solvation of the protein, resulting in higher noise. Careful selection of detergents for the membrane protein
of interest is necessary as a single detergent may not be appropriate for all membrane proteins. (g-h) Shows the resulting mass
spectra when solubilizing DgkA in bicelles and nanodiscs (Calabrese and Radford 2018).

Summary
o Electrospray (ESI) is a soft-ionization technique that has gained popularity in biological applications as it is capable of
maintaining non-covalent interactions of proteins.

o Use of appropriate buffers/detergents/optimized instrument conditions renders ESI-mass spectrometry (MS) to be a
powerful and sensitive tool to elucidate membrane protein structures.
o ESI can be coupled with a variety of mass analyzers (see Table 1), providing users of mass spectrometry flexibility in analysis.
o ESI can also be coupled downstream from a variety of chromatographic techniques such as HPLC to enhance mass
spectrometry-based studies on complex molecular structures.
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6.4: Mass Analyzer Orbitrap

Mass spectrometry (MS) is an analytical instrument that is used to measure the mass-to-charge ratios (11/Z) of samples to obtain
qualitative and quantitative information[1]. The development of MS started around 1920 where it was used to study the isotopic
abundance of elements[1]. MS capabilities have increased greatly since 1920. Within the last 90 years, MS has been used to study
complex organic and inorganic mixtures, the composition of the solid surface, biological samples and much more[1-2]. Today, MS
comes in many forms because of its tandem capabilities with other analytical instruments[1-2]. This allows MS to be very versatile
making it one of most used analytical instruments today. One of the newest advancements in MS is the Orbitrap mass analyzer and
that allows researchers to characterize biological samples such as cell membrane[2].

Fundamentals

The principle of MS is based on separation of m/z ratios and analyzing them to gain a mass spectrum of the sample[1-2]. MS has
three major components which are the ionization source, mass analyzer, and detector[1-2]. The overall schematic of an MS
instrument is shown in Figure 6.4.1.

Sample
107-107 terr
i i
Inlet lon Mass
Detector
system source analyzer

1 Signal
processor

Vacuum
system J

Readout

Figure 6.4.1: Basic box diagram of a Mass Spectrometer [1]

Samples are injected using an inlet system that purifies the analyte, and subsequently becomes ionized[1]. The standard method of
ionization for Orbitrap mass analyzer is using FElectrospray lonization (ESI) [1]. After ionization, the mass analyzer filters the

samples for desired M/z ratios. In this case, the Orbitrap is the mass analyzer of interest[1]. The desired mM/Z ions are then flown
through to the detector to be processed into a mass spectrum[1]. This signal i_ssprocessigi which gives us the readout. Creating an
ion-free path is important to guide ions to the detector because vacuums (10 ~ to 10 ) torr minimize the chance that ions will
inadvertently collide with other molecules. If this unintentional collision occurs, a diminished signal may result By using a high
vacuum system, the ion can transition through the MS with a low probability of collision with other ions.

lonization

Tonization methods can be classified as either soft or hard ionization[1-2]. Hard ionization methods create ions with high residual
energy[1-2]. This method usually results in fragmentation of the molecule[1-2]. For hard ionization, electron ionization is one of
the most common methods used in MS to produce ions for MS analysis[2]. Unlike hard ionization, soft ionization methods use a
lower residual energy to ionize samples where fragmentation is less likely to occur. This is ideal when studying biological samples
where sample integrity is important[1-2]. ESI is an example of soft ionization method for MS[1-2]. For Orbitrap mass analyzer,
ESI is the most common method used for the ionization source [1-2]. BUsing the mass analyzer, charged ions can be created and
their movements controlled by magnetic and electric fields[1].

Mass Analyzer

The mass analyzer is one of the most vital components of the MS. It filters the ion for the desired m/z ratios to allow the detector to
output the mass spectrum[1-2]. Beside filtering m/z ratio, they also can act as an ion storage center, fragmentation chamber or even
an ion ejection compartment[1-2]. In the Orbitrap mass analyzer, both a quadrupole and Orbitrap are present [1-2]. The quadrupole
component allows for mass selection and guides ions with the desired m/z to the Orbitrap[1-2].

The Orbitrap is an ion trap-based mass analyzer developed from the Kingdon trap[2-6]. Developed in 1923 by K.H. Kingdon, the
Kingdon trap was originally created to explore electric potential in an infinitely long electrode[4]. Figure 6.4.2 below shows the
schematic diagram of the Kingdon trap.
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Figure 6.4.2: Kingdon trap schematic diagram [4]

60 years after K.H. Kingdon passed, R.D. Knight, one of K.H. Kingdon’s contemporaries developed the Knight trap based on K.H.
Kingdon’s original work[5]. The Knight trap improved upon the Kingdon trap’s limitations by deriving m/z from electrical
potentials [5]. Even though R.D. Knight was able to create the connection between the electric potential of an electrode to m/z
ratio, the Knight trap still had its limitation. The Knight trap had issues in discriminating between similar m/z ratios and the focus
of R.D. Knight work was on ion ejection from the Knight trap[5].

In the year 2000, a Russian physicist Alexander Alexeyevich Makarov published his work on the orbitrap that resolved the
limitation of the Knight trap[6]. During the next five years, the Orbitrap mass analyzer became commercially available, allowing
researchers to measure m/z ratios of large biological samples[3]. Figure 6.4.3 shows the original design of the Orbitrap invented by
Dr. Makarov. The Orbitrap gained great interest for MS analysis of biological samples because of its high resolution and high mass
limit[2]. Most other mass analyzers are limited to molecules 2 kDa/z to 4 kDa/ in size[2,6]. This would require having samples to
have a charge greater than 50 to be able to measure that sample with the mass of 100 kDa. In the case of the Orbitrap, the resolution
limits are from 50kDa/z to 100kDa/z[2]. For a biological samples weighing 100kDa, we would only need a charge of 1 to detect it
in the Orbitrap. This is due to the high sensitivity of the Orbitrap having one of the highest resolution limits compared to other
mass analyzers.
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Figure 6.4.3: Alexeyevich Makarov Orbitrap design [3]

Orbitrap Theory

The Orbitrap mass analyzer operates by oscillating ions in a cylindrical electrode with tapered ends and detects signals for m/z
based on Fourier transforms (FT)[2-3,6]. The electrode is powered by an RF frequency that makes the ion oscillate around the inner
electrode[6]. A better way to picture the details of an Orbitrap is shown in Figure 6.4.4 below shows a side view and cross-sections
of the Orbitrap as ions circulate through the trap (in red)3].
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Figure 6.4.4: Orbitrap cross section and side view of an ion trajectory [3]

In the initial inject of the ions in the Orbitrap will results in Figure 6.4.4a where there is thin line demonstrating the trajectory[3].
Try “When ions are initially injected, ions typically follow an imperfect oscillatory motion, with frequencies out-of-phase with the
electrode (Figure 6.4.4 a, grey lines)[3]. As time progresses, hundreds of oscillations become incorporated into the Orbitrap and
follow more in-phase circular revolutions (Figure 6.4.4 b, black region)[3]. However, if the initial injection of ions resonates with
the electrode, a circular orbit can be obtained from the beginning (Figure 6.4.4 c, grey circle)[3]. The electrostatic potential of the
Orbitrap can be explained with the equation:

Ur,2) = g(% - é) +§(Rm)2ln<é> +e (6.4.1)

The potential inside of the trap is based on the r and z cylindrical coordinates, field curvature k, the characteristic radius Ry, (radius
at when the ions are repelling instead of attracting), and a constant value C [2,6] . From Equation 6.4.1, one can deduce the shape
of the axial along the z-axis that is represented as:

2 (Ri)’ 9. [ Rip2
z1,2(r) = \/3 ! 5 ) + (Bm) 1n(—) (6.4.2)

T

When z is set to zero, one can see that the maximum radii of the electrodes are that of R; »[6].

Going back to the ion trajectory, there must be some initial conditions that are needed to be met when at ¢ = 0[6] These conditions
are listed as:

r(0)=ry 7(0)=rg
e0)=p0  $(0) =, (6.4.3)
Z(O) =20 Z(O) = 20
With these following conditions, then one can get three equations that represent the polar coordinates system of the Orbitrap listed
as:

2
e[ ]

() £(?¢) =0

(¢) 2=-kz

(6.4.4)

These three polar coordinates equation each has their own energy equation associated with them shown as:

m .

4B, = (5) (o)’
m .

qE, = (3) (rog,)”
m

5. =(3) Gor
q 5 ) (20)
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By meeting the condition set in Equation 6.4.4, one can determine the ion initial kinetic energy which will be the sum of all three
energy in Equation 777 [6]. The more important thing is that F, is the energy factor of the harmonic oscillator for the Orbitrap[6].
Going back to Equation 6.4.1, one can find the voltage gradient needed for any given system shown as:

U (r, 2)

—= =k 6.4.5
5 z (6.4.5)

The voltage gradient is focused only along the z-axis of the Orbitrap[2]. This voltage gradient can be further explained by the
equation below:

ou
FZ = > = —— — — _4.
mZ q 5 qkz (6.4.6)
or
2 =—qkz (6.4.7)

The force induces by the electric field on the z-axis is described in Equation 6.4.7[2] which the exact solution is given below as:
2(t) = zp cos(wt) + 4/ 2E, / ksin(wt) (6.4.8)
Equation 6.4.8 correlate frequency measure in the Orbitrap is only dependent on the z-axis[2] shown below:

q
w= (E) k (6.4.9)
From this final equation, one can see the relation of the frequency with mass-to-charge ratio while being independent of kinetic
energy[2]. This is how FT plays an important role in getting the mass spectrum when using an Orbitrap mass analyzer[2]. Shown in
Equation 6.4.9 we can see a relationship between the m/z to frequency[2]. With the Orbitrap mass analyzer, one can surpass the
limits of biomolecule sample for MS analysis which are high masses biological samples[2].The mass limit resolution range for
quadrupole is 2,000 m/z to 4000 m/z while the mass limit resolution range for Orbitrap is 50,000 m/z to 100,000 m/z[2]. This is up
to two magnitude difference in mass by using an Orbitrap mass analyzer[2].

Detector

Unlike other MS instruments, the detector of an Orbitrap mass analyzer is built into the Orbitrap itself (Figure 6.4.5) [3,6].

\_ Laser Beam

Conductivity '\,
Rest/rictof A

Field
Compensator

|
Figure 6.4.5: A side view schematic of the Orbitrap mass analyzer[6]

The detector for the Orbitrap is an image current detector[6]. For the Orbitrap, an electrostatic field is produced in the mass
analyzer by the ion that are being measured through a series of signal processing[6]. The signal measured can be explained below:

Q:_<A¢’(r,go,z)>

p AT (6.4.10)

Equation 6.4.10 uses Green’s reciprocity theorem to get the signal voltage induced by the oscillating ion in the Orbitrap[6] This
equation shows the relationship between image charge (Q) induce the electrode to the charge (q) at point (r,9,z) coordinate[6]. The
voltage obtained in Equation 6.4.1(, can be used to derive the induced current of the Orbitrap, as shown in Equation 2.2 below:.

_dQ ¢ [3A<I’(r, Z)i"—&— OA®(r, 2) z]

AU or or

=3 ="3av

(6.4.11)
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Equation 6.4.11 is the total image current for a cloud of ions in the Orbitrap stating the total image current is based on the
summation of individual currents[6]. An average value of I and Z would be used for this system[6]. When talking about a One ion-

based system, the z-axis will be the main thing that needs to determine the m/Z ratio but when multiple ions are added to the
system, one would need the radial axis to differentiate between the different ions[6]. These are dependent on the different energy
associated with each polar coordinate shown in Equation 7?7 [6]. The total image will be determined by the equation below:

I(t) ~ —%N (E)M(;—SO)) ~ —qNw (A;) sin(wt) (6.4.12)

Equation 6.4.12 gives the total image current where it can describe the effective gap (lambda) between the detection electrodes[6].
With these equations and using FT, one can get a spectrum that is shown in Figure 6.4.6 and get mass spectrum data in Figure
6.4.7[6]. Figure 6.4.6is **Fe™ element that oscillated thousands of times around the Orbitrap mass analyzer and Figure 6.4.7is a
FT of the data giving the mass spectrum[6].

[ 8 s

Figure 6.4.6: Signal of a Fe” ion in the Orbitrap [6]

&F 2.39 He

Figure 6.4.7: FT of the Signal of a >Fe* ion in the Orbitrap[6]

Applications

One of the major application of Orbitrap mass analyzer is to use it to study large biomolecule such as cell membrane[3]. Some of
the early work using Orbitrap mass analyzer was to study bovine insulin which was done before in the past but unable to get clear
MS peaks[2-3]. Figure 6.4.8 gives the mass spectrum data of bovine insulin that illustrated good resolution peaks that was not
obtainable without the orbitrap[3]. This shows the capability of Orbitrap mass analyzer where one get a resolution of 100,000

m/z[3]
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Figure 6.4.8 The MS data of Bovine Insulin using ESI Orbitrap mass analyzer [3]
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These days Orbitrap mass analyzer have been used in protein analysis such as proteomic, glycoproteomic, and oligopeptide[7-8].
These can be applied to cell membrane analysis [7-8].The reason why Orbitrap is ideal because it is able to differentiate between
complex biological samples that have similar m/z ratio[7]. Orbitrap is not the only MS that can be used for cell membrane analysis.
Figure 6.4.9 gives all the possible ionizer and mass analyzer that could be coupled with one another to conduct MS analysis but
base on resolution capabillity, Orbitrap mass analyzer is the best[9].
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Figure 6.4.9: Different components that can be used for MS analysis of cell membranes

The advent of using Orbitrap over other MS instrument due to the high-resolution capability of the Orbitrap[2,9]. Due to the high
sensitivity of the Orbitrap, one can measure multiple concomitant bindings event that were not possible before[9]. The high
sensitivity allows the Orbitrap to distinguish small mass changes. One biological application are lipids, where their mass difference
can be small[9]. Using the Orbitrap, one can distinguish mass difference as small as 12Da which were not possible for older
generation MS[9]. Beside being able to distinguish low mass molecule, Orbitrap can get good spectra of high mass biological
molecules.Another advantage of the Orbitrap is to study proteoforms, glycoforms and post-translational modifications that occur on
the cell membranes[9]. A recent paper was published Nature Methods discuss current Orbitrap applications on membrane protein
and lipid binding[10]. This paper can be link to by this doi: 10.1038/nmeth.3771 [10]

Summary

Orbitrap mass analyzer has opened a new path for biologically analysis, since it has high resolution limit of 100kDa/z. This makes
Orbitrap a power tool in understand large biological system that could normally not be study with older generation MS. Orbitrap
are currently being applied into the field proteomic, glycoprotemic, and glycolips which can be cell membrane related[7-9]. Even
though Orbitrap mass analyzer has advanced our studies in the biological system, there at still limitation to the instrument[2-3,7-9].
With that said, Orbitrap still has a lot of potential for future advancement that can surpass its current limitation which helps the
researcher in the field of biophysic.
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6.5: Mass Analyzer - Time of Flight

Cell membranes are considered one of the most important structures in biology since they play a critical role in biological processes
and medicine. Despite their importance, there are still debatable hypotheses regarding their nature, especially their spatial
arrangement of lipid and other membrane bound molecules.! For example, it is challenging to study lipids with good spatial
resolution while not disturbing any important chemical information present on the cell membrane. This article will focus on
discussing mass spectrometry, time of flight (ToF, mass detector) and time of flight coupled with secondary ion mass spectrometry
(ToF-SIMS) as a tool to study membrane lipids. In recent years, mass spectrometry has been a widely used tool to analyze complex
biological systems. In simplified terms, the analysis is carried out by obtaining mass-to-charge (m/z) ratios corresponding to the
mass of the atoms or molecules. Figure 6.5.1 displays a flow chart depicting a mass spectrometer system. Here, we will focus on
the mass analyzer component of the mass spectrometer system.

Sample Mass
lonization Mass lon
—> —> spectral
introduction source - analyzer detector —> P
system data

Vacuum system

Figure 6.5.1. Simplified flow chart of a mass spectrometer system.

Mass Analyzers

It is important to note that each mass analyzer has unique parameters and applications as well as its own limitation. Table 1 shows
the different types of mass analyzers. Some mass spectrometers have a single mass analyzer and others have a combination of two,
for the purpose of improving its analytical performance.? These are known as hybrid mass spectrometers and have a combination of
mass analyzers such as a quadrupole coupled with a time of flight (QToF). Hybrid QToF mass spectrometers have the capability of
performing tandem mass spectrometry or MS/MS analysis. In MS/MS analysis, primary ions are selected to transmit through the
first mass analyzer. Then these primary ions are fragmented to produce secondary ions in a collision unit and lastly are analyzed by
the second mass analyzer. This secondary analysis produces characteristic ion fragments and this results in increased selectivity and

TOF

Quadnpole lon trap TOF refleciron Magnetic FTICR Orbitrap
Mass limit 4000 Th 6000 Th - 1000 000 Th  10:000 Th 20000 Th 0VM0TH SO0 Th
Hesolution 2000 4000 000 0000 100 000 S0 000 100 000
FWHM (m 1000)
Accuracy 100 ppn 100 ppem 200 ppin 10 ppm <10 ppen <5 ppen <5 ppm
Ton sampling Continsous Pulsed Pulsed Pulsed Continuous Pulsed Pulsed
Pressure 1077 Torr 10" Torr 10" Torr 10" Torr 10" Torr 0" Torr 100" Torr

Triple quadrupoles  — - P8I or TORTOR Consccutive sectors.— — -
Tandem mass MSMS M M&/MS MS/MS 5"

spectromery fragments fragmenss fragments fragments fragments
prevumon precursors
newtral koss neutml boss.

Low-srengy Low-energy  — Low. or bigh-encrgy  High-energy Low-energy  —
collision collision collision callision collision

Table 1. Types of mass analyzers with their distinct parameters.*

Time of Flight (ToF)

The mass analyzer this article will focus on is, time-of-flight (ToF). The principle of ToF mass analyzer involves the separation of
ions based on the time it takes for the ions to travel through a flight tube with known length and reach the detector.? The trajectory
of the ions through a ToF mass analyzer depends on its momentum and kinetic energy due to an applied pulsed acceleration voltage
and m/z ratios of the ions.? Based on classical physics, ions with lower m/z will travel the fastest and arrive at the detector first
while ions with larger m/z will travel the slowest and arrive at the detector last. A ToF layout is shown in Figure 6.5.2.

Laser
Target : Drift Region Detector
1

1

o> | o
1
1

+V ov

Figure 6.5.2: Schematic diagram of a linear ToF. Laser ionization time-of-flight mass spectrometer where ions are

accelerated and separated by mass in a field-free drift region before detection. (CC BY-SA 4.0; K. K.
Murray va Wikipedia).

https://phys.libretexts.org/@go/page/14604



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/14604?pdf
https://phys.libretexts.org/Courses/University_of_California_Davis/Biophysics_241%3A_Membrane_Biology/06%3A_Experimental_Characterization_-_Mass_Spectrometry_and_Atomic_Force_Microscopy/6.05%3A_Mass_Analyzer_Time_of_Flight
https://commons.wikimedia.org/wiki/File:TOF-MS_schematic.gif

LibreTextsw

The following derivation to describe a ToF analyzer dynamics was adapted from Hoffman et al 2007.* The time it takes for the ions
to move across the flight tube between the ion source and detector allows us to determine the m/z ratios.* In the ToF spectrum, the
recorded peak for any m/z will correspond to the sum of signals corresponding to multiple and independent ions arriving at the
mass detectror. This can be shown in the following equations where the potential energy given to ions in the accelerated regions is
converted to kinetic energy for all ions:

1
zeV = —m'u2 (651)
S~~~ 2
potential energy LY
kinetic energy

Next, we solve the equated equations above for velocity v.

ve | 2625 (6.5.2)
m

Since velocity is equal to the drift path length divided by time we get:

L L
vl L (6.5.3)
t v

Then solving for time and we get the following equation used to described time in a ToF analyzer.

) () 059

By algebraically rearranging the equation above, an expression of m/z is determined as shown below.

m  (2eVi\
L (2, 055)

We can also describe mass resolution for ions by differentiating the equation above with respect to mass and time we get the
following relation:

1 2eV;
;dm = (7) 2tdt (6.5.6)

Manipulating the equation above, we get the following relation used to express mass resolution.

m t t m

—_———— — = —

dm 2dt 2At Am
One of the draw backs for using a linear ToF is poor mass resolution.# Factors that causes poor mass resolution are shown in Figure
6.5.3. The starting times and locations of ions before they are accelerated into the flight tube are different and affect resolution. In
addition, different kinetic energies for ions and initial orientation of ion also affect mass resolution and give poor results.

= R, mass resolution (6.5.7)

different starting limes different initial kinelic energies
I 1

& @ o @ e
oo & | |0 o o
differenlt starting locations ‘ diﬂerenlt initial directions of rno‘ticm
@ @ O & o @+
@ o o @ o e

Figure 6.5.3. Factors affecting mass resolution in a linear TOF mass analyzer.’

To correct for poor mass resolution, a reflectron is added to the ToF analyzer. A layout of a reflectron ToF is shown in Figure
6.5.4. This type of ToF is sometimes abbreviated as ReTOF.”
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Figure 6.5.4. Schematic illustration of a reflectron ToF analyzer. In the reflection, the higher energy ion takes a longer path but
arrives at the detector at the same time as the lower energy ion of the same mass. (CC BY-SA 4.0; K. K. Murray via Wikipedia)

There is applied potential in the reflectron, in which reflects ions in the opposite direction to the detector.> The ions shown in

Figure 6.5.4 have similar spacing distances before they arrive at the reflectron and after the reflectron the ions are further apart.

The reason for this is due to the difference in kinetic energy the ions carry. Heavier m/z ions have more kinetic energy than lighter

m/z ions before and after the reflectron. Therefore, heavier ions will take longer to reach the detector and the lighter ions will reach

the detector the quickest. The difference in time for the ions flight trajectory is proportional to the m/z of the ion. An example of
enhanced mass resolution is shown in Figure 6.5.5.
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Figure 6.5.5. Tllustration of mass resolution in a linear TOF and reflectron TOF spectrum.®

Secondary lon Mass Spectrometry and ToF (ToF-SIMS)

The technique of Secondary Ton Mass Spectrometry (SIMS) has been used in biomedical surface imaging for more than three
decades due to its inherent high sensitivity associated with mass spectrometric-based techniques.”

Some examples of the techniques include:?

o Static SIMS: used for sub-monolayer elemental analysis

e Dynamic SIMS: used for obtaining compositional information as a function of depth below surface
o Imaging SIMS: used for spatially-resolved elemental analysis

SIMS instrument works by first initiating a primary ion beam, which can generate either positive or negative ions. These ions are
focused directly onto the analyte surface producing secondary ions. The secondary ions are transferred into a mass spectrometer
across a high electrostatic potential. Figure 6.5.6 shows a simple representation on how SIMS works.8 The ionized elements

produced under vacuum from the interaction between the primary ion beam and the analyte are accelerated, focused and analyzed
by a mass spectrometer.

electrostatic

magnetic sector
sector analyser

analyser
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Figure 6.5.6. SIMS instrumentation schematic diagram, adapted from Geochrom Research Group

There are different designs of SIMS: NanoSIMS, ASI’s SHRIMP, ToF SIMS, etc. Distinguishing between these instruments relies
in their difference in intensity, energy and orientation of the primary beam.
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Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) is a surface -sensitive analytical method capable of producing high
resolution chemical images. ToF-SIMS is one of the most suitable methods for analysis of lipids attached different to cell
membranes and biological materials in general.” The method uses a high energy primary ion beam (e.g Au®*, Cs") with pulses of 1
to 40 keV. The primary ion beam remove particles from the outermost surface of the sample causing desorption of secondary ions
(SIMS method) as Figure 6.5.7 illustrates. Distinctively, in ToF coupled with SIMS, the particles accelerate into a “flight tube”
(ToF method) where they are detected based on the exact time they reach the detector (time-of-flight).'’

To mass spectrometer
Beam of secondary ions
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Figure 6.5.7. ToF SIMS scheme.®

ToF-SIMS Imaging of Lipids in Cell Membranes
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Figure 6.5.8. Examples of ToF-SIMS mass spectrum from biological tissue.® Figure 6.5.9. Examples of ToF-SIMS images from
biological tissues.”

Figure 6.5.8 shows the mass spectrum from a section of a freeze-dried mouse brain. The upper graph (8a) shows an overview of
the spectrum while the bottom (8b) shows a selected region corresponding to sulfatides and phosphatidylinositols peaks. Figure
6.5.9 shows a freeze-dried mouse brain that was imaged using the primary ion, Aus+. The three different images show three
distinct lipids: cholesterol, a sulfatide (ST 18:0 + h18:0) and a phosphatidylinositorl (PI 38:4).5

Conclusion

e Mass spectrometry (MS) is a useful analytical technique to measure the mass to charge ratio of molecules.

o SIMS allows for the examination and characterization of lipids directly from biological materials.

o ToF-SIMS is a surface analysis technique that enhances the resolution in chemical images on biological material to provide an
in-depth understanding.

o ToF-SIMS is an emerging platform for lipid-based imaging studies.
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7.1: Mathematical Continuum Descriptions of Membranes

Membranes play an important role in cellular functions. They act as barriers to the outside environment, but also must allow the
exchange of nutrients and waste. They must also be physically flexible to allow for cellular growth and movement, such as during
cell division and migrations [1]. Membranes are composed of phospholipid bilayers. The phospholipids are amphipathic,
containing a hydrophilic head and a hydrophobic tail. The membrane is composed of two adjacent layers of lipids, with the tails
facing each other, and the hydrophilic heads facing the outside aqueous environment (Figure 7.1.1A). These membranes have a
high aspect ratio with a low thickness of about 5 nm [1]. This is since the membrane is only two lipid molecules thick. However,
the hydrophobic interior of the bilayer is a strong barrier against the transport of hydrophilic molecules across the membrane.
Diffusion across the membrane is very slow for hydrophilic molecules and ions (transport requires transporter proteins) (Figure
7.1.1B). In addition, lipids can flip between leaflets, but this is very slow, as it requires the hydrophilic head pass through the
hydrophobic region (Figure 7.1.1B). Lateral diffusion can be quite quick for lipids (~ 1 pm/s? and even transmembrane proteins
(0.1 pm/s®) (Figure 7.1.1B). Due to the described properties of the cellular membranes, they are commonly modeled as a 2-
dimensional planar, elastic sheet in a 3-dimensional space (Figure 7.1.2). Biological structures like vesicles and even entire cells
can be described as a closed form made by these sheets. These descriptions are known as continuum descriptions of the membrane.
This is in contrast to molecular- and particle-based descriptions of the membrane, which focus on smaller time scales and length

scales of membranes.
hydrophlllc
head
hydrophoblc
tail
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=
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Figure 7.1.1: Structure of Biological Membranes (Adapted from [1]). A) The cell membrane is composed of a phospholipid

bilayer. B) Lipids and proteins can undergo lateral diffusion, while hydrophilic molecules and ions require transporters. Lipids can

also flip between leaflets.
To understand the shape and dynamics of membranes, we will need to describe the geometry of the membrane surface itself. In
addition, we will describe how the energy changes for different membrane configurations. In particular, we will look at how the
energy changes when a membrane is stretched, bent, sheared and changed in the thickness (Figure 7.1.2).

Figure 7.1.2: Biological membranes can be modeled as a two-dimensional sheet that stretches, bends, and changes in thickness.
Adapted from [1].

Area Changes

The area deformation can easily be parameterized by a single variable Aa or a function Aa(z,y) if the area deformation is
dependent on position. We can treat the lipids in the membrane as a system of connected elastic springs, with increasing the area
equivalent to stretching the springs (Figure 7.1.3).

As such, the energy of stretching a piece of membrane is:
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(7.1.1)
where K, is the area modulus, which is intrinsic to the membrane, and ag is some reference area from which change in area is
calculated (i.e. Aa = a —ag ). This equation is equivalent to a Hookean spring. Of course, when looking at a whole system, this
term has to be integrated over the total area:

Ka Aa 2
Ea— 5 /(a_g) da (712)

If the area change is constant over the surface of the membrane, then the integral reduces to Equation (1).

The area modulus has values of about 55-70 kgT or 230-290 mN/m [1].

Figure 7.1.3: The area change of a membrane can be modeled by treating the membrane as a network of springs. Adapted from [1].

Thickness Changes

Membrane compression can simply be described by a function w(z, y) that outputs the thickness at point (z,y). Again, we can
model the thickness change as a system of springs (Figure 7.1.4). If the half-width of the membrane (essentially the lipid length in
the membrane at equilibrium) is defined as wy, and the thickness is 2w (Figure 7.1.4), then we get a similar equation for the

energy penalty of changing the thickness:
K, w($7 y) — Wo 2
Ethickness = 2t / (— da (7.1.3)
wo

where K; is the stiffness for thickness variation, which is intrinsic to the membrane. It has units of energy/area and is
approximately 60 kBT/nm2 [1].

deformed bilayar

Figure 7.1.4: The thickness change of a membrane can be modeled by treating the membrane as a network of springs. Adapted
from [1].

Shear Changes:

Pure phospholipid membranes are essentially two-dimensional fluids. Due to the fluid nature of phospholipid bilayer, the
membrane cannot support a shear strain and does not have a shear modulus. Therefore, as seen in Figure 7.1.2, static shear change
does not deform a fluid membrane and does not cost any energy. However, most biological systems are not pure fluid membranes.
For example, red blood cells have an underlying cytoskeletal network, which can support shear. If the shear elasticity is an
important effect that needs to be modeled, it must be accounted for to model the equilibrium shapes and the dynamics of such cells.
An example of this is described later.

An Interlude on Membrane Geometry

To understand how the energy costs of bending are determined, it is important to describe the geometry of the membrane.

If we take a reference two-dimensional plane, we can define a function h(z, y) that characterizes the height of the membrane above
the reference plane at point (z, y). In most situations, this can accurately represent the shape of the membrane. This representation
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is known as the Monge parameterization (Figure 7.1.5). From the Monge parameterization, we can now calculate the curvature of a
membrane. This is important as the free energy cost of bending the membrane is dependent on the curvature.

Figure 7.1.5: Monge representation. Adapted from [1].

In a single dimension, if we have a smooth function y = h(z), then at a point 2 we can define the curvature x(z) to be the inverse

of the radius of a circle that closely approximates the curve at point = (Figure 7.1.6A):
1

A= (7.1.4)

It might be expected that a straight line has a curvature of 0. Indeed, since the circle that approximates the straight line is that of an
infinite radius, the curvature is k = é =0 (Figure 7.1.7).

(4 (B}

Figure 7.1.6: A) The curvature is defined as the inverse of the radius of the circle that best approximates the curve at a given point.
B) For a surface, the curvature is defined by two values, which are the curvatures of the curve when the surface is cut by orthogonal
planes. Adapted from [1].

K" §] photobucket
he e

Figure 7.1.7: A line has an infinite radius of curvature and therefore a curvature of zero.

To generalize this to the two-dimensional case, we could cut through the two-dimensional surface with a plane, obtaining a curve,
from which we can calculate the curvature. However, depending on the orientation of the plane used to cut the surface, the value of
the curvature for that orientation is different. It can be shown that the curvatures in two directions describe a single point on a
surface. Specifically, there is one particular choice of orthogonal planes that the curvatures take extreme values. These values ¢y, c3
are known as the principal curvatures (Figure 7.1.6B). In fact, one can calculate the curvature in any other direction using the
formula:

cx = ¢ cos® ax +cosin ax (7.1.5)
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where c, is the curvature in the direction X, and ax is the angle between the direction X and the direction belonging to curvature
c1. These statements are known as the Euler Curvature Formula.

As an example of principal curvatures, the principal curvatures of a cylinder would be 1/R around the circumference of the
cylinder (as the radius of curvature is R, but 0 along the length of the cylinder.

Other curvature quantities calculated from the principal curvatures are also commonly defined:

K=ci+ec
Kg =cieo (7.1.6)
_ K _ ¢tc

H—?— 122

where K is the is the extrinsic curvature, GG is the Gaussian curvature, and H is the mean curvature.

With the Monge parameterization, the curvatures can be expressed in terms of the height function. It can be shown that the extrinsic
curvature is:
Vh(r)

K=V | ———r (7.1.7)
1+ (Vh(r))2

For a small gradient, the extrinsic curvature can be approximated as K ~~ Ah(r) .

Why is the Monge parameterization and expressing the curvature using the parameterization important? These are important as the
bending energy is dependent on the curvature, and to determine the equilibrium shapes of a membrane system, the height function
that minimizes the total free energy of the system will be determined to represent the final membrane shape.

It is important to note that Monge parameterization is not the only way of describing a surface. It is not the most general
parameterization or the most convenient parameterization in many cases. It will not work if there are folds or overlaps of the
surface.

This is only an introduction to membrane/surface geometry, which itself is only a small part of the field of differential geometry.
For more information on differential geometry in relation to membranes, the reader is referred to [3]. For a more general and
advanced introduction to differential geometry, the reader is referred to [4].

Bending Changes — Helfrich theory:

The bending energy of a membrane is described by the well-known Helfrich theory. The Helfrich bending energy is defined in
terms of the extrinsic and Gaussian curvature:

1 _ 1 _
Fyeng = / (5[% (Cl +co _CO) 2 —|—nbclcg) dA = / (Enb (K—Co) —|-l<-‘,bG) dA (7.1.8)

where k3 is the bending rigidity and &y is the Gaussian bending rigidity. This equation also contains the spontaneous curvature cg.
It is nonzero if there is some curvature in the membrane at an equilibrium state, which occurs if there is an asymmetric bilayer
(different lipid composition for each monolayer). Typical values of «; is 10-20 kgT [1].

It is important to note that that Gaussian bending term can be ignored in most cases due to the Gauss-Bonnet theorem. The Gauss-
Bonnet theorem says that if the topology of the system remains unchanged, the integral over the Gaussian curvature will be a
constant. The topology (genus) can be determined by the number of holes/handles the surface has. For example, a sphere has no
holes and therefore has a genus of 0, but a donut has one hole and a genus of 1. Therefore, unless the genus of the system changes,
the Gaussian term vanishes. This is the case for many biological membranes. However, for complicated morphologies of the
endoplasmic reticullum and mitochondria, Gaussian curvature could have a significant contribution as membrane holes, tubes, and
tori are created and destroyed.

We can simplify the above equation for Monge parameterization, with no spontaneous curvature. It can be shown for the Monge
parameterization that the area element is dA = dzdy+/1+ (Vh)? . For the small gradient approximation, this is equivalent to
dA=(1+ % (Vh)?) dzdy (based on a simple Taylor expansion). We can also penalize area stretching with a term % S (Vh)?
where ¥ is membrane tension. Therefore, a Helfrich energy equation for a Monge parameterization, under the small gradient
approximation, and includes bending and tension is:
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Epeng = % /da:dy [ks(AR)* +2(Vh)?] (7.1.9)

Vesicles and Free Energy Cost

Vesicles are spherical lipid bilayer structures. Vesicles are used for many cellular processes for transporting large amounts of cargo
within cells or even between cells. An example of the latter is the transport of neurotransmitters between neurons at the synaptic
cleft.

We can calculate the free energy cost of the vesicles. The principal curvatures are the same: 1/ R Therefore, the free energy cost is:

2 2
Evesicle = ﬂ/ 3 dA = ﬂ E 47TR2 = 87!'"‘317 (7110)
2 R 2 \ R

Interestingly, this means there is a fixed energy cost to create a vesicle regardless of the size of the vesicle. If k; ~ 10kpT then
FEesicle =~ 250kpT’, which means there must be an active mechanism for the formation of vesicles in cells. Indeed vesicle-coating
proteins like clathrin decrease this energy barrier such that vesicle formation is favorable.

Applications

Membrane tethers

When a pulling force is applied to a single point on a vesicle, it will generate an extruded membrane tubule known as membrane
tethers. Membrane tethers have many biological implications. For example, neutrophils can use membrane tethers to attach to the
endothelial wall when rolling. Membrane tethers also have an important role in the endomembrane system. In addition, the
energetics and dynamics of membrane tethers are similar to that of other biological processes, such as endocytosis, and actin
projections during cell motility.

Experiments use optical tweezers or molecular motors to apply a force at a single point on the membrane. We will use a simplified
model (Figure 7.1.8) of the process where we have a sphere of radius R attached to a cylinder of radius  and length L. At the end
of the cylinder is a hemispherical cap.

Figure 7.1.8: A simplified model of membrane tethers. Adapted from [1].

We can write the free energy of the vesiclet+tether system by calculating the contributions of bending, area stretching, and
compression. The bending energy of the system is:

FEhending = 8Ky + 7rf<ab£ + 47Ky
eneme " (7.1.11)

= 127Ky + TRy

The first term corresponds to the spherical vesicle (as demonstrated previously). The second term corresponds to the cylinder,

which is calculated by squaring the sum of the principal curvatures (0—|— %) ? and multiplying by the area. The last term
corresponds to the hemispherical cap.

Area stretching also contributes to the free energy of the system:

K, (a — a()) 2
Earea = TIZ a0 (7112)
where ag is the reference area and a = 4wR? 4 27trL is the area of the system. The first term corresponds to a sphere of radius R
and the second term corresponds to a cylinder of raidus r. Note that the area of the hemispherical cap 47r? is ignored as it is

assumedr < R, L.
Note that this system has no thickness change of the membrane and therefore does not contribute to the free energy of the system.

In the case of a closed bilayer like a vesicle, the pressure difference across the membrane Ap also contributes to the energy of the
system:
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4
Eyv = —Ap/dV =—Ap (§WR3 +r27rL) (7.1.13)

Again, the contribution of the hemispherical cap is ignored. The minus sign is present because excess internal pressure increases
the volume.

Finally, the force pulling the membrane must also contribute to the free energy of the system:
Eioaa = —fL (7.1.14)
where f is the force applied. The minus sign is present because increased force leads to a high tether length.

Summing equations 11, 12, 13, and 14 together, we get:

K, (a—ag)2

L 4
Eipt = 127Ky +TRp— + <> —Ap (gﬂ'Rs +r27rL) —fL (7.1.15)
r

Qo
At equilibrium, the total energy is minimized. Therefore, the equilibrium shape can be
determined by minimizing the free energy.

In this case, we can take the derivatives of Equation 15 with respect to each of the variables to minimize the energy.

Note that

OFrea a—aqg Oa
——area g _— 1.1
IR ““a OR T8TR (7.1.16)

. . . . K,(a—
where 7 is the membrane surface tension, which can be related to area stretching by the formula 7 = %

shown that OFyyen/Or = 727 L and OFE,ea/ OL = T27r. Therefore:

. Similarly, it can be

OBy 2 27

W—O—)ST(TR—ZLWAPR 0—>Ap—R

28 — 0 — —mry L +2m7L — 27 AprL =0 (7.1.17)
?—L‘“ =0 —)ﬂﬂb% +2mrr —wApr? — f =0

The first minimization leads to an equation known as the Laplace-Young relation, which is a well-known equation that relates the
pressure difference Ap across a fluid interface (here the membrane) and the surface tension 7. A more general form takes into
account both radii of curvature:

1 1
Ap = — 4+ — 1.1
P T<Rl +R2) (7.1.18)

We can plug in the Laplace-Young relation into the other minimized equations:

—71'I<Lb— +2n7L — R =0

(7.1.19)
7l'I£b7 +27l'7'7‘—f—T :O
Since r < R (Figure 7.1.8) the last terms can be ignored:
L
2n7L =Thy — (7.1.20)
r
r= ﬁ (7.1.21)

7Tlib—+27l'7"r'ff 0%71%1,‘/ +2 ‘/ =f (7.1.22)

f=2n/2KT (7.1.23)

We now get a relation between the radius of tether, bending energy, and membrane tension. In addition, we get a relation between
the force applied, bending energy and tension. Similar relations can actually be used to determining the bending rigidity x; using a
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micropipette aspiration and optical tweezers used to make membrane tethers [5].

A general framework of determining equilibrium shapes (variational calculus):

The previous section looked at how relationships between meaningful physical quantities can be derived if the shape of the system
is known. This was done by calculating the free energy cost for the membrane shape and minimizing it with respect to the variables
of the system. However, a different approach can also be taken. What if the physical quantities of the system are known, but the
equilibrium shapes need to be determined? This can be done by minimizing an energy functional of the system, which is the basis
of variational calculus.

We can define a functional as a function that assigns a scalar value for a given function. In this case, we can think of the free energy
of the system FEj,; as a functional that is dependent on the height function h(z,y). Variational calculus provides tools to find
functions that minimize the functionals. This is exactly what we need to determine the equilibrium shapes! Variational calculus can
be used to find the shape function h(z, y) that minimizes the energy Fi,:

In variational calculus, in a one-dimensional case, the minimization of the functional:

Jly] =/L(w,y, y')dz (7.1.24)
is solved by the solution of the differential equation:
OL d OL
=7 - ap =0 7.1.25
of  dz 0f (7.1.25)

where y = f(x) minimizes the functional. This equation is known as the Euler-Lagrange equation. Indeed, the equation for Ej
has this form.

As a side note, many equations in physics have this form and the Euler-Lagrange equation is used. In fact, the dynamics of a
physical system can be represented as a functional known as the Lagrangian, and solving the Euler-Lagrange equations for this
Lagrangian lead to the equations of motion. This approach to classical mechanics is known as Lagrangian mechanics.

Going back to membranes, if we use Equation (9), we can get the following Euler-Lagrange equation:

KAAR —SAR =0 (7.1.26)

This partial differential equation can be solved for the height function that describes the shape of the membrane at equilibrium.
This is called the shape equation.

Minimization of red blood cells:

While solving the shape equations are non-trivial and won’t be shown here, some results in the case of red blood cells will instead
be shown.

It is important to note that there are often two additional energy terms added to the Helfrich bending energy to obtain the total free
energy for red blood cells.

When an initially flat membrane is bent, the outer monolayer is stretched, and the inner monolayer is compressed and the number
of lipids per unit area is higher for the inner surface and lower for the outer surface. The energy cost of this is added to the model as
the following model:

K
Eapp=~5" A; (AA—AAy)? (7.1.27)

where k4pg is a separate bending energy, which a material parameter, A is the membrane area, and D is the membrane thickness.
This is known as the area-difference-elasticity (ADE) model.

In addition, an elastic term is added of the form:

E, = % }[asz—huf,BdA (7.1.28)

where o2 and 32 are the local area and strain invariants, K 4 and p are elastic moduli for stretching and strain, respectively.
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When the total free energy Epeng + Eapg + Ee is minimized, the equilibrium shapes of the red blood cells can be determined.
The below Figure shows a comparison of the theoretically determined shapes and those that have been found experimentally.
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Figure 7.1.9: A comparison of experimentally observed red blood cell shapes (left side) and theoretically determined equilibrium
shapes (right side). Adapted from [7]
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7.2: Monte Carlo for Biomembranes

Complexity of Biological Membranes

The fluid mosaic model proposed by Jonathan Singer and Garth Nicolson in 1972 served as the starting point for our modern
understanding of biological membranes [1]. A visual example of their model is depicted in Figure 7.2.1. Their model describes the
biological membrane bilayer as an integration of proteins and lipids — capable of communicating and interacting to serve the
necessary functions of the cell. These interactions can control movement of material in and out of the cell through protein pores,
form lipid rafts, and regulate vesicle formation. This article will focus on computational methods used to study biomembranes
(specifically Monte Carlo) but will start by examining the need of such tools.

Glycolipid
Peripheral protein
Phospholipid \ / Sterol
/ Jm &g, % PRy 4
7 ¢ T ; J h J

Integral protein

Figure 7.2.1: Illustration of the fluid-mosaic model [1].

Different Approaches: Experiments and Computation

Various experimental techniques have helped unravel numerous complexities of biomembranes. These include lipid photolabeling,
X-ray crystallography, and NMR; each with distinguishing limitations and information provided [1,2]. Not only has our
understanding of biomembranes been enhanced by experimental techniques, but structure-function characterization of membrane
proteins has also provided targets for successful medical applications [1].

However, despite the success of these techniques, some biomembrane studies are currently too complex for experiments.
Spectroscopic and structural analysis of lipid aggregates, for instance, average over several aggregate conformations and are unable
to provide information on individual conformations [3]. Non-lamellar bilayer phases, which are associated with transient
membrane heterogeneic states, are also difficult to study using experimental techniques [3].

Computational tools can facilitate these studies, and have deepened our knowledge of biomembranes in conjunction with
experiments. For example, molecular dynamics and Monte Carlo simulations — along with various microscopy studies — have
enhanced our understanding of lipid nanodomains and their role in membrane raft formation [3-6].

Computational Methods in Biomembranes: Introduction

Though several computational methods have been developed to examine biomembrane dynamics, two widely utilized methods are
molecular dynamics (MD) and Monte Carlo (MC) simulations. MD involves numerical integration of macromolecular trajectories
based on Newton’s equations and describes the development of macromolecular position, orientation, and force fields through time
[3-5,7-9].

While MD is relatively straightforward and highly detailed, it is restricted by short simulation times (~fs - ps) and cannot account
for slower (~ms) membrane dynamics — such as lipid flip-flops and lipid domain formation — due to short integration time-steps
(~fs) [2,5,7,9]. MC can bypass this time-dependence and potentially provide similar results to MD [2]. MC relies on sampling and
generating likely configurations of the system based on thermodynamic conditions and applied perturbations [6-8]. However, MC
has its own limitations: it contains biased configuration transitions, and some algorithms are more complicated and niche than MD
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[7]. Though both approaches study biomembranes in distinct ways, they are not mutually exclusive; MD and MC approaches have
been combined to enrich bilayer equilibration studies [2].

Monte Carlo — Basic Principles

Diverse MC variations have been developed to address wide-ranging questions related to biomembranes: an algorithm exploring
diffusion in two-component membranes incorporated calculations involving the Hamiltonian and Gibbs free energy, while another
study focusing on enzyme reactions in 2D lattices incorporated Michaelis-Menten kinetics [10,11]. Nevertheless, many MC
methods share similar properties.

Essentially, MC schemes involve modeling the selected system with a set of probability density functions (PDFs), and repeatedly
sampling these functions to generate potential outcomes of the system [12]. Depending on the output desired the details of the
model will vary. In the case of biomembranes, thermodynamics governs these probability functions [8].

Lagrangian and Hamiltonian dynamics control the evolution of macromolecular systems in MC, as well as MD [8]. The Lagrangian
is the difference between the kinetic and potential energy, and the Hamiltonian, defined in Equation 7.2.1, is the Legendre
transformation of the Lagrangian:

3N
A (q3N7p3N) _ Zpaqa _@ (q3N’ q3N (q3N7p3N)) (7.2'1)
a=1

Equation 1: The Hamiltonian [8].

where @3V are the generalized coordinates, p3N are the generalized momenta, and G3N are the generalized velocities. The partition
function, which describes various probabilities of different states of the system, is given in Equation 7.2.2 as:

Z(N,V,T)= /dedrN exp|[—B# (rV,p")] (7.2.2)

Equation 2: The partition function [8].

where 1"V represents the Cartesian coordinates of the system and p is the thermodynamic beta. The probability that a macromolecule
is in a particular state with positions r¥ and momenta p" is given by Equation 7.2.3:
exp[fﬂjf (rN, pN)] dpNdr

r(r",p")dp’ dr Z(N.V.B) (7.2.3)

Equation 3: Probability function that describes the probability of a molecule with a specific energy [8].

and the observed average state of the system (enthalpy, entropy, etc.) can be calculated by summing the values of the state and their
associated probabilities, given by Equation 7.2.4:

(0) = /dedrNO (rN, pN) Pr(rN, pN) (7.2.4)

Equation 4. The system average observable O [8].

Generating representative states of the system requires Markov chain sampling of the configuration space, numerically integrating
probability functions, and calculating the observed average state [8]. An MC bilayer simulation example is provided in Figure 2.
Transitions between states in a sample depends on energy. In Metropolis MC, transitions to a lower energy state is accepted each
time, while transitions to a higher energy state are accepted with a certain probability [8].

https://phys.libretexts.org/@go/page/1981


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/1981?pdf

LibreTextsw

N = 10.
B 0.000 ) E

Enthalpy (kcal/mol)

0 20000 40000 60000
MC cycles

Count

4500 -400 300 -200 -100 ]
Enthalpy (kcal/mol)

Figure 7.2.2: MC simulation of DPPC bilayer. (A-D) Simulation images at #N MC steps. (E) Enthalpy calculations after #N
timesteps. (F) Histogram of enthalpy values of MC steps [2].

Issues to Consider

While MC can be useful to study populations of biomembrane configuration states, there are some issues to consider. It is
extremely difficult to generate independent distributions for each biomolecule (or other entity) in the system due to computational
limitations; MC sampling can also miss rare configuration spaces depending on the sampling size [13]. Defining adequate sampling
will depend on the system of interest and available computational resources.

In addition, initial conditions of the model can influence MC sampling [11]. In the case of protein folding, initial conditions near
the unfolded state can extend adequate sampling time to unreasonable lengths [13]. This is due to the vast configuration space

surrounding the folded state(s). Understanding and controlling model sensitivity to initial conditions can help optimize MC
sampling.

Level of Detail — Atomistic to Coarse Grained Models

While there are several levels of biomembrane modeling, this article will briefly discuss only atomistic and coarse-grained models.

Atomistic models describe atoms — bond angles, torsion angles, electrostatic and van der Waals interactions — and how these
physical properties underlie complex lipid structure [9]. Coarse-graining on the other hand (Figure 3), examines collective behavior
(of atoms, etc.) and how they contribute to collective membrane phenomena (phase transitions, vesicle fusion) [2-5,9].

Figure 7.2.3: Example of coarse-graining of lipids [14].

The choice of detail will depend on the study and the available resources. While atomistic models provide highly detailed analyses,
they require large amounts of computing power and are restricted to timescales of picoseconds to microseconds [2,3,5,9]. Coarse-
grained models sacrifice some detail but significantly speed computational time due to reduced degrees of freedom, and they can
examine behavior above the microsecond timescale [2-5,9].
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MC Applications for Biomembranes

MC has been utilized for numerous biomembrane studies. These studies include:

e Characterizing protein-membrane interactions:

o Cooperation between G-protein coupled receptors and lipid rafts [15].
o Annexin-mediated domain formation with cholesterol [16].

o Structure and dynamics of biomembranes:

o Vesicle structure under different nematogen concentrations [17].
o Phase separation and formation of nanodomains.
o Membrane structure under varying cholesterol and protein compositions.

These represent some of the numerous applications of MC to biomembranes.

Summary

¢ Computational tools — in conjunction with experiments — can significantly strengthen our knowledge of biomembranes.

e MOC is one of the computational tools we can use, and extracts information about potential configurations in biomembranes.

e There are numerous issues to consider when using computational tools, which will depend on the study and the available
resources.
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7.3: Molecular Dynamics for Biomembranes

Molecular dynamics (MD) is a simulation method used in many fields to help understand the movement of atoms and molecules.
This method is based on Newton's equation of motion and generally does not include quantum mechanics. Each atom or molecule
in the simulation is defined by a force field and mass, and is allowed to interact for a given time period. These time periods are kept
short due to error propagation after many approximations. Many of the problems that use molecular dynamics often have a large
number of atoms and are analytically intractable. Incorporation of boundary conditions allows researchers to reduce the size of a
simulation without sacrificing pertinent information. One can run the desired simulation on the smallest possible unit, and surround
it with replicas extending infinitely in all directions. This results in a “bigger” simulation that still requires minimal computation.

Biomembranes play a tremendously important role in organisms, separating cells from their environment and compartmentalizing
organelles with unique and individual functions. Membranes contribute to the structure of cells and organelles via specific lipid
composition and control what molecules cross the membrane through networks of protein channels interspersed among the lipid
groups. Given the many important roles of biomembranes, understanding their composition, structure, and interactions with
intracellular material and the environment is important for drug discovery and delivery. Because of the unique electrostatic and
chemical properties of biomembranes, it is difficult and laborious to visualize them experimentally in a way that reflects their
dynamic nature. For this reason, molecular dynamic simulations have become a ubiquitous method of visualizing membrane
behavior and interactions with molecules of interest.

Physical Basis: Newton's Second Law

Molecular dynamics (MD) utilize equations from classical mechanics to describe the way in which atoms and small molecules
interact. Quantum equations and relativity are ignored, but these exclusions minimally impact the implications of the tests being
run. Approximations based on classical mechanics are usually sufficient to make accurate conclusions. MD is centered around
Newton’s second law of motion. Rather than the traditional notation, this equation is expressed as a gradient of potential energy:

Fi=—ViV (73}) (7.3.1)

This equation expresses the gradient with respect to the position of the particle, i. F represents the conservative forces between
atoms in the system, —V;V is the gradient of the potential energy, and is the position of atoms. This equation can be adjusted to
express the acceleration using F=ma, where the acceleration is the second time derivative of position:

mopr; = —V;V ({7]}) (7.3.2)

The right hand of this calculation is effectively mass times acceleration for Newton’s second law. In biomembrane systems,
statistical and thermodynamical properties will reduce Hamilton's equations to the same equation above’.

Using the Verlet Integrator to solve Newton's Second Law

While executing MD simulations, an integrator is applied to this partial differential equation to calculate positions and velocities of
molecules based on initial conditions. There are many types of integrators commonly used by researchers. Most are based on the
Taylor expansion of positions as a function of time:

x, t—to)'
HOED s Q (7.3.3)
i=0

i!

A common integrator is the Verlet integrator, which expands the above equation to the third order. The first derivative describes the
velocity of a particle, the second is acceleration, and the third is jerk. The equation is performed positively and negatively with
respect to time in order to maintain the symmetry necessary for accurate statistical mechanical description®:

Forward Expansion

a(ty) At? 937 (to) At3
F(t):?(tg)+17(t0)At+a(0) +- (g) +0 (At?) (7.3.4)
Backward Expansions
a(to) A2 937 (to) A
F(t) = 7 (ty) — 3 (to) At 1+ LV AL 07 (fo) +0 (At (7.3.5)
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In these equations, acceleration is represented by a. O is a constant used to abbreviate the fourth order Taylor expansion of the
position equation. These equations are then combined to give the position algorithm expanded to the fourth order. This equation
allows us to predict the position of all atoms in a system given we know the preceding and subsequent timesteps:

7 (to + At) = 27 (to) — 7 (to — At) +a (to) At* + O (At?) (7.3.6)

The Isobaric-Isothermal Ensemble

To simulate common biomembrane environments, an isobaric-isothermal ensemble is used?’. A statistical ensemble is a large set of
replicated microstates that have the same macrostate. This is analogous to a scientist using the same conditions to test systems
which may not be microscopically identical.

The isobaric-isothermal ensemble is also called the NPT ensemble, in which the number of particles N is conserved, and a constant
pressure P and constant temperature T are applied. This mimics common biomembrane environments: liquids at constant
temperature with the ability for lipids and proteins to expand and contract.

The Berendsen barostat is a common tool to maintain the effective pressure of the system. This is done by re-scaling box size and
particle position to restore a target pressure (Prrger)- This is done using the following equation’:

Vnew At
Jnew _ OF (1 +-2 ) (7.3.7)
Vo T Dtarget

In this equation, tau indicates the frequency with which particle positions are re-adjusted. V,,,, and V,; indicate the box volumes at
two adjacent timesteps.

The Nose-Hoover thermostat controls the kinetic degrees of freedom in order to keep the temperature constant®2

body Hamiltonian and a time-derivative scaling factor, the isothermal equations of motion can be expressed as multiple equations
of motion where s is the scaling factor, Q is the position, P is the momentum, and each is a first order derivative:

. Using a many-

Q,=P;/ms, P;=sF; (7.3.8)

. P2
s —saP,, P,— ' _ DkpT 7.3.9
§=sa Z m; 82 B ( )

This method is deterministic, time-reversible, and easy to implement. The problem is that not every system will be ergodic (the
probability average will not be the long-term average).

Modeling a Membrane

MD allows us to monitor the movement and interactions of individual atoms within a molecule. This process is time consuming
and computationally intensive, which limits the time-scale and area over which such calculations can be executed. In a
biomembrane model, modeling the chemically interesting water molecules alone would take far longer than is practical, and only a
few lipid groups would be able to be modeled. Viewing a whole unit of interest this way would be limited to a nanosecond
simulation time. Many all-atom simulations of bilayers only model 128 lipids, or 64 on each layer. This style of simulations has a
number of useful applications, including looking at local structural characteristics and dynamics of membranes as well as how
specific components such as sterols affect local membrane structure. However, events such as bilayer assembly and phase
transitions and separations occur on time-scales unreasonable for atomistic models.

Using too big of a timestep might miss important transitions that affect the properties of the system, but too short of a timestep is
computationally expensive. Angle vibrations are on the order of 10 femtoseconds, and it is advisable to make the timestep an order
of magnitude shorter than the smallest observed events!. Generally 1 femtosecond to a few picoseconds is an acceptable range.

Parameters used for Biomembranes
The math utilized for each parameter varies by program, but the functions will be summarized here briefly.
Bond angles and bond lengths: Bond angles and lengths are typically constrained to biologically relevant values. Each residue

has a range of angles it is expected to adopt, and these expectations are implemented into a model’s parameters. Whether or not
bonds are allowed to stretch or oscillate between different angles is a controllable parameter.

Torsional degrees of freedom: Torsional degrees of freedom are the different bond angles at which a molecule can be stable. For
example, in CO; the molecule is linear, so there are no different bond angle configurations it may take. In n-butane, which takes the
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form of CH3-CH,-CH,-CH3s, where each of those bonds can take 3 energetic positions. This parameter is regularly constrained.

Chain order parameter: Chain order is a measure of the angle of tail C-H bond and the bilayer normal. This can be defined for a
single lipidl. The order parameter can be calculated using the following equation (S is the order parameter, and Theta CD is the
angle between the C-H bond and the bilayer normal):

Sep =0.5(3cos’ O, —1) (7.3.10)

The order parameter is calculated for all saturated carbons. Unsaturated carbons no longer have a tetrahedral orientation and the
order parameter does not apply.

Effects of parameters

The basic premise of MD is building an equation or set of equations for describing the free energy of a system based on parameters
that adequately describes the chemistry and physics observed. While each program, model, and lab uses individualized sets of
parameters, there are a few common to almost all MD simulations. Non-bonded interactions, such as Lennard-Jones, van der
Waals, electrostatic, and chemical bonding interactions, are calculated for adjacent and spatially proximate atoms. Chain order
gives insight into how tightly packed lipid tails are within the bilayer, which in turn has implications for the phase, melting
temperature, and fluidity of the bilayer!. A completely saturated lipid tail, for example, would pack tightly and have restricted
motion, but tails with unsaturated bonds would have kinks in the chain that cause it to pack less tightly> (Figure 7.3.1).

o 0 e 0
Vs V4
\C/ \C/

Saturated Unsaturated

Figure 7.3.1. Saturated and unsaturated fatty acid tails. Saturated tails retain a linear structure, while the double bond in an
unsaturated tail causes a kink.
The size of the head group and lipid length further allow us to constrain MD simulations by providing estimations of the order and
phase of the bilayer. Radial distribution functions describe the morphology and structure of the membrane, which when coupled
with information about the density of the structure can provide a holistic spatial view of the bilayer!.

Water and solvents pose sizeable challenges in MD, as they comprise a majority of the atoms and interact with molecules in a
multitude of ways, depending on temperature, pressure, and proximity to polar and hydrophobic groups. While many models
represent water as a liquid, this model is insufficient in instances when extreme temperature changes lead to phase changes. The
most widely used water model that accommodates these phase changes is the SPC model, which restricts water-molecule
interactions to the oxygen and treats the hydrogen as fixed charges*® (Figure 7.3.2)°. More will be said about solvents in the
Implicit versus Explicit Solvent Model section.
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Figure 7.3.2. MD simulation of a phosphilipid bilayer (green) surrounded by water molecules (red and white). Water molecules are
computationally expensive, their degrees of freedom are frequently reduced in simulations.

Calculating Charge of a Membrane

Within an MD simulation, the charge must be equal to zero. However, we know that biomembranes usually contain charged
regions, as well as unique long-range interactions not commonly found in small molecule interactions. The integral of the potential
(V (r) for long-ranged interactions is:

/OOV(T)Ter:oo (7.3.11)
0

where r is the radius of the space being modeled. For simplicity, this shape is assumed to be a symmetric sphere. That this integral
diverges is problematic, but a number of techniques have been developed to address the charges indirectly. One solution (the
Particle Mesh Ewald technique) applies different calculations that fall above and below a specified charge cut-off. Below the cut-
off, electrostatic interactions are calculated directly, and above the cut-off they are calculated with Fourier analysis using a 3-D fast
Fourier transform’. This method is preferred because it is highly accurate in the local environment while also reasonably fast. The
above integral differs from the integral for Lennard-Jones and short-range interactions, which converge and can be easily
calculated.

Force Fields

A force field is a set of parameters and equations that determine potential energy and therefore movement of a system.2 The four
common and updated force fields for biological molecules are Amber, CHARMM, GROMOS, and OPLS. Each undergoes revision
as experimental techniques change. Although each of the aforementioned force fields is commonly used for biomolecules, study of
phosophilipids is most developed in the CHARMM and Berger force fields.

The CHARMM?27 force field is an all-atom force field for lipids, nucleic acids, and amino acids that is being developed by various
scientists including Martin Karplus. This force field is part of the CHARMM package of force fields. The Lennard-Jones potential
is similar to other force fields but the electrostatic component is purely repulsive. This

The Berger force field is an addition to parameters found in Amber and OPLS that uses a united-atom force field that groups each
carbon in a chain with its hydrogens. Compared to the CHARMM27 force field, this decreases the number of atoms in a system by
one-third and drastically decreases the number of pairwise interactions. This method requires less computing power but is less
accurate than all-atom force fields assuming that error is not large from step to step.

Membrane Protein Simulation

Proteins are an important part of cell membranes and should be considered when modeling biomembranes. The proteins along and
inside membranes are the basis for many of the cell's functions including: signaling, motility, contraction, energy generation and
consumption, and regulation. Use of MD to understand the behavior of membrane proteins in different situations is then an
important technique in learning about the individual mechanisms of each protein.

Kandt et al. described a four step system to set up a membrane protein simulation?3;
1) Orient the protein

To orient the protein, the protein and bilayer boxes should be the same dimension. Then the hydrophobic transmembrane domain is
aligned with the lipid tail locations. This can be easily done with graphical interfaces and in GROMACS using the editconf tool.

2) Prepare the bilayer
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There are multiple techniques, but the simplest and most common technique is to populate the lipid coordinates with lipids and then
use cut-off lengths to delete physically impossible or improbably configurations. The problem is that local density requires
additional simulation time to return to equilibrium, which can lead to larger error. In non-equilibrium simulations this is less of a
problem, but the timescale required to achieve equilibrium may be in the nanosecond range, similar to a complete simulation.

A more efficient method is to create a lattice of lipids with a spacing greater than a real bilayer, insert the protein, and then
compress the bilayer. The compression step goes through two repeating sub-steps: compression and energy minimization. This can
be done with a grid and then compressing the lipid box size, or by superimposing the protein, expanding the bilayer to prevent
overlap, and then scaling lipid positions.

3) Solvate the system

Adding water into bilayers is easy and quick, but proteins complicate this. Issues include water that may be trapped in the
membrane by the protein and cavities in proteins that are isolated from the bulk. The simplest approach is to run a cavity analysis to
avoid placing water in areas that they should not exist. In GROMACS, van der Waals radii are stored in vdwradii.dat and are used
by the genbox tool. By increasing the vdW radii of lipid tails, no water will be present in the protein or bilayer.

4) Equilibrate the structure

Pressure coupling is an important part of achieving a realistic equilibrium. Isotropic pressure coupling does not allow for
membrane fluctuations, while anisotropic coupling may cause systems to deform. Semi-isotropic pressure coupling should be used
in interfacial systems, where x and y directions are coupled.

Electrostatics is another parameter, which is discussed by the section "Calculating Charge of a Membrane". In short, pairwise
interactions are considered below a cut-off radius, and above the cut-off Fourier analysis is used to determine the interactions.

Then the simulation should be run to a minimum length to equilibrate the system. In example DPPC bilayers, it takes 10-20 ns of
simulation to equilibrate. This is comparable to full simulation times so steps should be taken to optimize this step. Rotational and
lateral diffusion is a rate limiting step, so the lipid bilayer should be set up such that this time is minimized. Protein coordinates
must be restricted.

Potential energy will drop and minimize quickly but this is not a sign of equilibrium. Instead, look at pairwise interaction energies.
Odd structures

Other molecules are often associated with membrane proteins such as co-factors or ligands that may not exist in the simulation
package?®. Two solutions to this may be to use a force field with the required topology or to build it yourself. To re-build complex
molecules, one common approach is to approximate the structure using amino acids if the structures are similar, or to find
something else in the force field that can approximate it. This way the same force field and therefore set of parameters may be used
for both the membrane protein and the lipids. Another consideration is that the membrane environment behaves differently
compared to a water system. Using force fields meant to be in water causes problems with membrane protein structure and

function, for example a potassium channel accepting sodium?°.

Implicit versus Explicit Solvent Models

Implicit solvent models treat the solvent as a continuum?®. The solvent is approximated as a field with an associated dielectric
constant. Solvation free energy of a solute is incorporated as an effective energy term in the force field. This approach increases
computational efficiency by eliminating solvent-solute interaction potentials. It also reduces degrees of freedom in the system,
resulting in reproducibility between simulations and instantaneous solvent relaxation in membrane systems.

Explicit solvent models treat the solvent as individually bonded atoms. An all-atom model is used in these systems. For these, the
choice of force fields and cut-off radius is a critical consideration. In the CHARMM27 force field, lipid tails trended towards all-
trans compact conformations, which is smaller than reality. The CHARMM36 force field agreed with experiments much more.
Also, orientation of membrane protein complexes is needed, or else solvents may be trapped or impossible bending situations may
happen. Explicit solvents are much more computationally expensive.

Atomistic vs. Coarse-grained modeling

While atomistic models give us insight into the exact interactions happening within a membrane, this level of detail is
computationally expensive. Modeling larger-scale processes such as bilayer assembly, lipid-protein interactions, and phase
transitions with this method is not practical. In order to accommodate the amount of computing power these large scale simulations
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demand, coarse-grain models (CG) neglect details that do not affect long scale events. CG models minimize sampling by merging
atoms into particle groups, or “pseudo-atoms,” based on shared chemical and electrostatic properties®. For example, a lipid might
be condensed to a polar “head” molecule, a phosphate group, and a hydrophobic tail group (Figure 7.3.3). Another technique used
to reduce degrees of freedom in a CG model is to ignore short-range dynamics. When looking at larger scale events, these
interactions tend to have negligible effects, and are effectively unimportant for the question of interest®. Larger scale MD models,
such as coarse-grain models, utilize, unsurprisingly, larger scale parameters. Two common parameters are the space occupied by
individual molecules as well as membrane thickness. These properties are calculated using a variation on standard area and volume

equations'.

[(C)
>
o—
d

Figure 7.3.3. Phospholipid partitioned into four “pseudo-atoms” based on hydrophobicity. 5 is a hydrophobic tail, 6 is a polar ester
linkage, 7 is the glycerol head, and 8 is the negatively charged, hydrophilic phosphate head.

Applications

Now that we have addressed some of the variables that go into constructing MD simulations of membranes, we will discuss some
applications of this technique. This list merely glosses over an extensive field of research, but should provide an overview of the
breadth of knowledge possible to acquire with these techniques.

We know that most membrane molecules engage in some degree of hydrogen bonding, but this is effectively impossible to observe
experimentally. Atomistic models that utilize the expected geometry of a hydrogen bonded system create a functionally relevant
picture of these interactions. Bond angles and lengths must be constrained to those observed experimentally, but accurate models
have been generated this way'?. In modeling hydrogen bonding, it is also crucial to constrain which functional groups can serve as
bond donors and acceptors*!.

MD simulations can be used to study phase transitions and formation of lipid rafts. By varying the temperature of the model,
researchers can observe how classes of membrane molecules interact and either localize or disperse among other membrane
molecules'>!3, The rigidity as well as the fluidity of membranes can be measured using MD; these properties are determined by
observing the density and lipid profile of the membrane. The way in which cholesterol contributes to both rigidity and fluidity in

membranes has been studied extensively in membranes'4.

Finally, protein-membrane and small molecule-membrane interactions two rapidly growing fields of research currently being
pursued using MD'>!6:17_ While there are too many examples to include in this review, we will note that ion channels, cell surface

receptors, and cytoskeleton proteins have all been studied with MD'819,

Comparison with Monte Carlo Techniques

MD was created in response to the success of Monte Carlo techniques. In Monte Carlo (MC), random sampling is constrained by
rules from probability, process rules, and statistical physics in order to generate a series of states®’. These techniques are used for
many applications from physics and chemistry to gambling. Current MC techniques are based on Markov chains, models that find
the probability of the next event only based on the previous state. Random numbers are generated as start points with random
variables and statistical ensembles constraining the system.

Compared to MD, MC is much less computationally expensive and is easier to implement. However, defining and viewing physical
movement of systems is difficult and some trajectories may take particles into impossible positions. It does not show intermediate
states as well as MD, and energy within the system is not so easily tracked or taken into account. For low density systems, the
disadvantages of MC are not as important as molecules interact less often.
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7.4: Designing Molecular Membranes Models with VMD

Introduction

While modern experimental techniques are able to resolve membrane-bound protein function, structural determination is still a
challenge. To provide insight into the behavior of membranes and the proteins residing within them, computational biologists
utilize molecular dynamics (MD) simulations. Since the early 2000’s there has been a remarkable increase in the number of
computational methods, software, and visualization aids, reinforcing the need for MD [Ref. 1]. This tutorial is for users to become
familiar with producing and visualizing atomistic membranes for MD simulations. This tutorial will use Visual Molecular
Dynamics (VMD), a molecular visualization program of large biomolecular systems, to visualize membrane models. Additionally,
the tutorial will discuss how CHARMM-GUI, a molecular systems generation web interface, can be used to build membrane
models. Completion of this tutorial will allow the user to:

1. Design, visualize, and select certain lipid sections using the VMD command interface.

2. Visualize homogenous phosphatidylethanolamine ( POPE) and phosphatidylcholine (POPC) membranes using VMD’s
MembraneBuilder extension tool.

3. Create solvated, heterogenous lipid membrane models using the CHARMM-GUI Membrane Builder extension tool.

This tutorial uses a Linux 64 version of VMD (ver. 1.9.3 OpenGL). Other system downloads can be found here:
www.ks.uiuc.edu/Development/Download/download.cgi?PackageName=VMD [Ref. 2]. Other versions may result in an inexact
rendition of the tutorial, however, the concepts remain valid and should be practiced. Experimentation is encouraged. The
CHARMM-GUI Membrane Builder extension can be found here: http://www.charmm-gui.org/?doc=input/membrane.bilayer [Ref.
3-8].

Note: text in italics indicates verbatim text/tools/commands that can be found/typed on your screen when going through the
tutorials. User exercises are also indicated in italics. Figure references are highlighted in beld to indicate helpful visuals.

1. Basic VMD visualization of POPE

The Protein Data Bank (PDB) is the largest online repository containing more than 150,000 three-dimensional biological structures
to date [Ref. 9-11]. Computational biologists frequently use the PDB as a starting point for their molecular models, either
implementing existing PDB structures (as .pdb file formats) or formatting their own PDB template for molecular dynamics (MD).
However, most PDB files do not contain membrane structure components; computational biologists typically design their own
membranes and insert protein structures within them. Thus, this section is an introduction for new users on how to navigate Visual
Molecular Dynamics (VMD) software before building membranes. This section will use the lipid phosphatidylethanolamine
(POPE) as the example structure. For a review on lipid types and their properties, visit the BPH 241 Lipids webpage:
https://phys.libretexts.org/Courses/University_of_California_Davis/UCD%3A_Biophysics_241_-_Membrane_Biology/Lipids

1.1. Contents of a .pdb file and loading the POPE model

Phosphatidylethanolamine ( POPE) is a glycerophospholipid and one of the most abundant lipid types in bacteria. In the
downloadable files section (bottom of page), you will find the file 1.1_single_ POPE.pdb. A .pdb file is a Protein Data Bank file
containing all of the experimental and three-dimensional coordinate information needed to visualize the biomolecule (Figure 1.1).
More information on .pdb files and their syntax can be found here: http://www.wwpdb.org/documentation/file-format [Ref. 12-13].
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REMARK GENERATED BY CHARMM-GUI (HTTP://WWW.CHARMM-GUI.ORG) V2.0 ON MAY, 12. 2019. JOB
1 REMARK GET A DIFFERENT CONFORMATION FOR LIPIDS PENETRATING PROTEIN / CHOL
REMARK DATE: 5/12/19 19:46:49 CREATED BY USER: bjharris
REMARK Single POPE molecule for introductory visualization tutorial
ATOM 1 N POPE 1 -1.535  3.820 19.355 1.00 0.00 MEMB
ATOM 2 HN1 POPE 1 -2.277 3.094 19.287 1.00 0.00 MEMB
ATOM 3 HNZ POPE 1 -1.717 4,369 20.220 1.00 0©.00 MEMB
ATOM 4 HN3 POPE 1 -1.629 4,511 18.583 1.00 0.00 MEMB
Z*ATOM 5 (12 POPE 1 -0.188 3,177 19.298 1.00 0.00 MEMB
ATOM 6 H12A POPE 1 0.417 3.910 19.873 1.00 0.00 MEMB
ATOM 7 H12B POPE 1 0.139 3.059 18.242 1.80 0.00 MEMB
ATOM 8 (11 POPE 1 -0.179  1.923 20.208 1.00 0.00 MEMB
ATOM 9 H11A POPE 1 -0.407 2.130 21.276 1.00 0.00 MEMB
ATOM 10 H11B POPE 1 0.794 1.387 20.211 1.0 ©.00 MEMB
i E KK I E ¥ )
3 4 5 6 ' 8 9 10

7

Figure 7.4.1.1. Example text from a .pdb file. 1)The REMARK section is for user comments. 2) The ATOM section contains

coordinate and atom type information. 3) The index (serial number) of each atom. Note while PDB files start at 1, the index for

VMD starts at 0. 4) The atom name. 5) The residue/molecule name 6) The residue/molecule sequence number. 7) The orthogonal X,

Y, and Z coordinates in Angstroms. 8) The occupancy. 9) The temperature factor. 10) Unread information stating that this is part of

a membrane. Further explanation of .pdb syntax can be found in [Ref. 12].
After downloading the VMD software, redirect to the VMD folder and open the README file for installation instructions. In
addition to installation, Linux users will have to add a VMD path to their .bashrc file to call from the terminal. On the last line of
your .bashrec file, add export PATH=/type/your/directory/here/vmd:$PATH (Figure 1.2). Now, the keyword vmd can be typed in the
Linux terminal to launch VMD. Note: Some Linux distributions, Windows, and Mac devices as well as VMD software
distributions may differ; always read the README file for the best installation guidance.

export PATH=/usr/local/bin/vmd:SPATH
Figure 7.4.1.2. An example of adding VMD to your .bashrc file, located in your home directory.
After launching VMD, you will see two windows: the VMD Main and the VMD Display. The VMD Main window contains the
executable commands and options to manipulate the molecule on the VMD Display. Next, from the VMD main window, load the
single_POPE.pdb file using File — New Molecule... A new window called the Molecule File Browser will appear. From here, click
Browse and navigate to the folder containing single_POPE.pdb. After selecting, click Load in the Molecule File Browser window
to load the POPE molecule to the VMD Display (Figure 1.3).
e
Figure 7.4.1.3. How to load a PDB file. 1) The VMD main window contains all commands and options for manipulating models.
To create a new session, click File - New Molecule... 2) In the Molecule File Browser, files can be selected with the Browse
button.

Once a file is selected the Molecule File Browser will determine the file type. A file is loaded by clicking the Load button.
3) Once a file is loaded, it will appear in the VMD Display window. In this example, a single POPE molecule is displayed as lines.
1.2 Basic VMD visualization features: orientation, rotation, and representation

The VMD Display has two primary mouse manipulation modes: rotate (press r on keyboard) and translate (press t on keyboard).
More mouse mode commands can be found here: www.ks.uiuc.edu/Research/vmd/vmd-1.9.3/ug/node32.html [Ref. 14-15].

For rotate mode, the following mouse commands are:

o Left click and hold = free three-dimensional rotation
e Right click hold = rotation parallel to computer screen
e Mouse wheel = zoom in/out of center

For translate mode, the following mouse commands are:

o Left click and hold = translate molecule parallel to computer screen
¢ Right click and hold mouse wheel = zoom in/out of center

On the VMD Display, you should see the Lines representation of a POPE molecule; Lines representation is when atom types are
represented by colored lines indicating the element type. In this model, the colors for each element are:

e cyan = carbon
o white = hydrogen
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e red = oxygen
e orange = phosphorous
¢ blue = nitrogen

The Lines representation is helpful to visualize the entire molecule, but there are other representations that can be used. From the
VMD Main, go to Graphic — Representations... A new window called Graphical Representations will appear (Figure 1.4). Here
you will see a selected molecule tab where you can visualize different molecules. You will also see Draw style, Selections,
Trajectory, and Periodic tabs that tweak the visual representation of each molecule.

Graphical Representations -

Selected Molecule

1 -Iu: 1.1_single_POPE .pdb |
2 - Create Rep | Delete Rep |

Style Color Selection
Lines Name all

Selected Atoms

4 ) [
5 ‘ Draw style | Selectionsl Tra,ject,argl Pcriodicl
g——

Coloring Method Material
|Nane ﬂ I Opaque j

Drawing Method
ILines Vl Default I

Thickness «l { I 1 ﬂll

7 ‘ € fpply Changes Automatically Apply |

Figure 7.4.1.4. The Graphical Representations tab allows you to modify the visual representation of your model. 1) Select a
molecule for editing. 2) Create representations of the selected molecule. This is useful for representing the same model in different
graphical styles. 3) A window of all created representations. Highlight a representation to enable it for editing. 4) A command
window that can be used to select specific parts of an atom for visualization. 5) The tab selection menu with the Draw Style tab
open. The Draw Style tab controls visual representation of the model. The Selections tab allows precise selection of specific atoms
within the model. The Trajectory tab controls animation features while the Periodic tab controls periodic image display; both will
not be discussed in this tutorial but are explained in the VMD User's Guide [Ref. 15]. 6) All controls in the Draw Styles tab; the
Coloring Method controls how atoms are colored, the Drawing Method how the model is drawn, the Material method how the
model is shaded, and the Thickness controlling the model line thickness. Other options may appear as different Drawing Methods
are selected. 7) Once a graphical representation is complete, changes must be applied and can be toggled to apply automatically.

Focus on the Draw style tab. In it, you can change the Coloring Method, the Drawing Method, the Material shading, and the
Thickness of representation. Change the Thickness of the line from 1 to 5. It should be easier now to visualize the molecule. Reset
the Thickness to 1.

In the Drawing Method selection pane you will find different molecule visualization schema. Some common styles are Lines,
VDW, and CPK (Figure 1.5), however there are other styles available (Table 1.1). The Lines style is the oldest style which uses
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lines as bonds and points as atoms. The VDW is a Van der Waals style and is a helpful space-filling representation. The CPK style
can be thought of as a combination of Lines and VDW by providing scaled atoms as spheres linked by cylindrical bonds.

In the Coloring Method selection pane you will find different coloring schemes depending on atom typing, molecule collection,
residue ID, and some physical properties. The effectiveness of these schemes will be dependent on your .pdb file parameters. For
now, the single_POPE.pdb file is only useful with the Name method. Experiment with the various drawing/coloring methods.
Afterwards, reset the molecule with Coloring Method: Name and Drawing Method: CPK.

Figure 7.4.1.5. POPE visualization using (Left) Lines, (Middle) Van Der Waals, and (Right) CPK draw styles.
The Lines style is useful for understanding structure, the VDW style for space-filling, and the CPK style as a mixed
style utilizing both Lines structure and CPK space-filling.
Table 1.1. Molecular draw styles from VMD User's Guide Version 1.9.3 [Ref. 15]

Representation styles | Description

Lines simple lines for bonds, points for atoms

Bonds lighted cylinders for bonds

DynamicBonds dynamically calculated distance-based bonds

HBonds display hydrogen bonds

Points just points for atoms, no bonds

VDW solid van der Waal spheres for atoms, no bonds

CPK scaled VDW spheres, with cylinders for bonds

Licorice spheres for atoms, cylinders for bonds, same radius

Polyhedra polyhedra connecting atoms within a cutoff radius

Trace connected cylindrical segments through C, atoms

Tube smooth cylindrical tube through the C, atoms

Ribbons flat ribbon through the C, atoms

NewRibbons smooth ribbon through the C, atoms

Cartoon cartoon diagram (cylinders and ribbons) based on secondary structure
NewCartoon smooth cartoon diagram (smooth ribbons) based on secondary structure
PaperChain display ring structures as polygons, colored by ring pucker

Twister flat ribbon tracing glycosidic bonds, with twists oriented by sugar residues
QuickSurf molecular surface (Gaussian density surface)

MSMS molecular surface as determined by the program MSMS

Surf molecular surface as determined by SURF

VolumeSlice display a texture mapped slice from a volumetric data set

Isosurface display an isovalue surface from a volumetric data set

FieldLines field lines generated by integrating particles by volume gradient vectors
Orbital molecular orbital selected by wavefunction type, spin, excitation, and orbital ID
Beads per-residue approximate bounding spheres

Dotted dotted van der Waals spheres for atoms, no bonds

Solvent dotted representation of the solvent accessible surface

1.3. Identification of atom types

To label specific atoms, go to the VMD Main window and select Mouse — Label — Atoms. Clicking on an atom will show the
molecule name followed by the atom name. From the color scheme, label the phosphorous atom followed by the nitrogen. To
manage the labels, go to the VMD Main window and select Graphics — Labels... Here you can find a collection of the labels you
have made. You can click on each label and show, hide, delete, and reposition them in the VMD Display (Figure 1.6). For example,
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select the POPE1:P (the phosphorous) atom label. Under the Picked Atom tab you will find the naming information (ResName,
ResID, etc). In the Properties tab you can drag the crosshair in the Offset chart to reorient the label. In the Global Properties tab
you can adjust your text size and thickness.

In addition to visualizing atom labels, you can visualize bond lengths and angles. Again, from the VMD Main window, select
Mouse - Label — Bonds. To visualize a bond length or distance between atoms, you must click on the two atoms you are
interested in measuring from. You can find the labeled distances from Graphics — Label in the VMD Main window. Similarly, you
can calculate angles by clicking on three atoms (Figure 1.7). It is important to note that VMD cannot display double bonds since
the .pdb file does not contain bond information. Indeed, PDB files contain coordinate information only. VMD compensates for this
by using a distance measure algorithm to determine which atoms are bonded. Protein Structure Files can also be used to explicitly
state bonding information but are beyond the scope of this tutorial. Therefore, an intuitive understanding is sometimes needed for
the viewer to fully understand the model.

Figure 7.4.1.6. The labels window where you can identify atom naming schema and adjust visual labels. 1) Select between atoms,

bonds, angles, dihedrals, and springs labeling. 2) The selection of atoms currently labeled. Those shown on the VMD Display are

in black text while hidden labels are shown in red text. 3) The Tab selection menu. 4) The Picked Atom tab displays coordinate and

naming information of the selected atom. 5) The Graph tab plots data for the selected labels and will not be discussed in this

tutorial. 6) The Properties tab allows the user to move the label Offset portrayed on the VMD Display as well as rename the label
Format. 7) The Global Properties tab allows adjustments to label Text Size and Thickness.
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Figure 7.4.1.7. A POPE molecule demonstrating: 1) The atom label of a phosphorous atom "POPE1:P".
2) The atom distance between two hydrogen atoms as 2.03 Angstroms.
3) The angle between a carbon atom and two of its hydrogen bonding partners as 105.48 degrees.
Exercises (section 1.3)

Exercise 1.1: Identify one atom of each element: Carbon, hydrogen, oxygen, nitrogen, and phosphorous. Rearrange each label so
that they are all visible while clearly indicating the atom.

Exercise 1.2: How many double bonds are there in POPE? Where would you expect double bonds?

1.4. Advanced selection of specific regions
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As you create more complex models you’ll want to be able to specify a viewing region. This can be done by using the Graphical
Representations window (Figure 1.4). Again, from the VMD Main, select Graphics — Representations... to open the Graphical
Representations window. First, create a new representation of the selected molecule by clicking Create Rep. In the representation
box you’ll now see two representations. By double-clicking you can hide the representation; hidden representations are in red text
while visible representations in black text. Highlight the visible representation to enable it for editing.

In the selected atoms box, you can utilize certain keywords to enable or disable parts of your model. You can even use more
complex strings as well as boolean or numeric values to specify your selection criteria; VMD's expression system is based on
PERL (a computing language) syntax. Examples of these regular expressions can be found in section 6.3 of the VMD User's Guide
[Ref. 15]. Back in the Labels window (Graphics — Label) you may have noticed certain labels having type information in the
Picked Atom tab (Figure 1.6). Keywords such as ResName, ResID, Name, Type, Chain, SegName, and Index can be used to specify
a selection (Table 1.2); descriptions of all keywords can be found in section 5.48 of the VMD User's Guide [Ref. 15]. For now,
since there is only one POPE molecule labeled as ResName: POPE and specified as Chain: X, sort through the atom types for
practice. To visualize all carbon atoms, use a regular expression such as (Figure 1.8):

e name “C.*”

where the C represents the canonical carbon atom naming convention and the .* indicates any carbon atoms in the model. In an
expression, this example means to search for anything classified as a name that starts with C. Another way to visualize carbon only
atoms is by typing:

e not name “O.*” and not name “P.*” and not name “H.*” and not name “N.*”

Your representation should not have changed as you’ll only see carbon atom types. In more complex models, you can specify
single molecule chains or even molecule types:

e resname POPE
e chain X

In both of these cases you should see the entire phosphatidylethanolamine ( POPE) molecule. More selection expressions can be
found in Chapter 6.3 of the VMD 1.9.3 User's Guide [Ref. 15]

Table 1.2. Examples of commonly found keywords for selection of specific model
regions. Argument identifiers are: str=string and num=number. More information

on other keywords can be found in [Ref. 15].

Keyword | Arg | Description

resname str residue name

resid num | residue id

name str atom name

type str atom type

chain str the one-character chain
identifier

segname str segment name

index num | the atom number, starting
at0

Figure 7.4.1.8. Understanding atom selection. 1) A window of all created representations. Highlight a representation to enable it
for editing. Red text indicates hidden representations. 2) Expressions can be input in the Selected Atoms command window. In this
example, only carbon atoms are being selected. More examples can be found in the VMD User's Guide [Ref. 15]. 3) VMD provides
a list of all expressions that can be used to specify selections. 4) An example of all POPE carbon atoms displayed from the input
(name "C.*").

Exercises (section 1.4)

Exercise 1.3. Visualize all atoms but carbon in the single_POPE.pdb file.

Exercise 1.4. Using the index notation, visualize the polar head group. Hint: index notation for VMD starts at zero.
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1.5 Saving and loading your session

From VMD Main, select File — Save Visualization State... Here you can specify which folder and what file name you would like
using traditional file path syntax: user/home/my_folder/my_file_name.vmd Make sure you save as a .vmd or you will be unable to
load the file! If you forget, rename your file so that you include the .vmd file type. To load your session, start VMD and from VMD
Main select File — Load Visualization State... Note: File — New Molecule... is for importing new molecule file types only. It is
better to use the Load Visualization State if you want to preserve your model representation settings (Figure 1.9).

VMD Main

I Holecule Graphics Display House Extensions Help

New Holecule, ..
Atoms Frares Yol oDt ftons Franes Vol
oad Data Into Molecule,..

[ 'OPE . pdby 125 1 Q [OPE.pdb 1% 1 o

Load Visualization State,..

Sar ! Save Visualization State,.?

Log Tcl Commands to Console Log Tel Commands to Console

Log Tel Commands to File,,. Log Tel Commands to File..,

Turn OFF Logging | Turn OFf Logaing l; L]
" Render... & 1 1 [y | Render... ] step ] 1 speed I
Bedersee Bt TN oo [| fend ] step 1N speed] 1 D

p Enter filename to save current VMD state: - 4 Enter filename containing VMD saved state: 6

Stows [+ vnd ] Fovorites 7 | §| shou: [.und ] Favorites T | QI
of oof # /usr/local/binfund
\nmm_'mwmr;‘g’gm

sst viewplist {+

set Fixedlist

proc wmdrestoremamaterial
set mlist { Opaque Trar
set mynlist [material |

material change ambient
material changs diffuse
material change speculs
material change shinine

[ Previes [ Preview
L L J L | | [ I L ] L |
Filename; | /hone/brandon/Document s/BPH241/F ig_1,8/F i leNameHere , vnd]| Filenane: |ﬂm~efbrardmflhmenww2ﬂme_i.8/? i 1eNaneHere. v

w Cancel K Cancel
Figure 7.4.1.9. Saving and loading sessions. 1) To save a session, navigate to File — Save Visualization State... 2) The save

window will appear. VMD sessions are saved as .vmd files. 3) To load a session, navigate to File — Load Visualization State... 4)
The load window will appear. Load a .vind file to resume a session.

2. Homogenous membranes using VMD’s MembraneBuilder tool

The purpose of the Visual Molecular Dynamics (VMD) MembraneBuilder tool is to generate a membrane model surrounded by
water which a protein can then be placed into. This complete lipid/protein/water model can then be used to run molecular dynamics
simulations after generation of force field components and simulation parameters; a review on force fields can be found at [Ref.
16]. For this tutorial, the MembraneBuilder tool extends our interpretation of individual phosphatidylethanolamine ( POPE)
molecules to a homogenous POPE membrane. Unfortunately, the MembraneBuilder tool can 1) only generate homogenous POPE
and phosphatidylcholine (POPC) membranes and 2) generate only water surrounding molecules. For more information on how
MembraneBuilder executes its algorithm, visit here: www.ks.uiuc.edu/Research/vmd/plugins/membrane/ [Ref. 17]. For
homogenous or heterogeneous membranes with the option of ion solvation, skip this section and proceed to Section 3 which uses
the CHARMM-GUI interface to generate membranes.

2.1 Generate a POPE membrane

From VMD Main, select Extensions — Modeling — Membrane Builder to open the Membrane window. In this window, select
phosphatidylethanolamine (POPE) as the lipid, and generate a 50x50 Angstrom’ area. Change the output prefix to
POPE_membrane. The topology section provides two CHARMM force fields that can be used: CHARMM?27 and CHARMM36.
Generally, CHARMM?2?7 is for nucleic acids and lipids while CHARMMS3E6 is for proteins and lipids; CHARMMS3E is noted to have
superior lipid parameters and thus should be used for most membrane biology models [Ref. 18]. After selecting CHARMM?36
(c36), click Generate Membrane. You should now see a POPE membrane that is 50x50 Angstrom? with the leaflets surrounded by
water. You will also note some patterns of randomness and discontinuity; perfect membranes are physiologically impossible thus
stochasticity (randomness) is modeled. Visualize the membrane using a CPK Drawing Method as described in Section 1.2 (Figure
2.1).
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Figure 7.4.2.1. Designing a membrane with MembraneBuilder. 1) Access the MembraneBuilder window from the Extensions menu.
2) The Membrane

window allows users to generate a specific area (in Angstroms) of membrane. The membrane options are POPE and POPC with
generation force fields

using either CHARMM?27 (c27) or CHARMMS36 (c36) 3) A side view of the generated POPE membrane with surrounding water
from the tutorial instructions.

Next, verify the generated membrane x-y length. From the Graphical Representations window (Figure 1.4), remove the water by
typing in the Selected Atoms text box:

e not water

In the VMD Main, select Mouse — Label — bonds. Using the x-, y-, and z-planes, take 5 rough measurements and record the
average; a review on how to do this is in Section 1.3. You’ll notice that the membrane area will be less than 50 Angstrom? (around
45 Angstrom? average). This is likely due to the close packing arrangement performed after initial generation of the model. You can
save these models as discussed in Section 1.5 or save the membrane as a PDB coordinate file. From the VMD Main, File — Save
Coordinates... will open a Save Trajectory window where you can select the molecule, atoms, and file format you wish to save as.

Exercises (section 2.1)

Exercise 2.1. Take an average of 5 measurements to determine the thickness of the membrane bilayer. Does this match experimental
values? Section 1.3 describes how to measure distances.

Exercise 2.2. Take an average of 5 measurements to determine the water thickness. Why does the model need water? Should
thickness be lower? Should thickness be higher?

3. Heterogeneous membrane building using CHARMM-GUI Membrane Builder

The CHARRM (Chemistry at HARvard Macromolecular Mechanics) force field was initially developed for proteins and nucleic
acids but has since been extended to feature a robust set of lipid types [Ref. 19-20]. The most recent force field, CHARMM36,
supports proteins, nucleic acids, carbohydrates, lipids, and small molecules [Ref. 21]. CHARMM-GUI is an online graphical user
interface that allows the generation of multiple MD models and preliminary input files for the start of simulation [Ref. 4-8]. This
section will cover the Membrane Builder tool that allows users to develop membrane models with the option of including protein
complexes. For this tutorial, only the bilayer builder section, without protein insertion, and without preliminary simulation building
will be discussed. While there are other membrane building options, the bilayer builder is the simplest all-atom tool to work
through for beginners. Alternatively, some membrane building tools do not utilize all-atom modeling; for an alternative atom
modeling schema see Course Grained Simulations:

https://phys.libretexts.org/Courses/University_of California_Davis/UCD%3A_Biophysics_241_-
_Membrane_Biology/Extra_Credit/Coarse_Grain_Simulations_of Membranes.

Note : should you want to try protein-membrane model building in the future, make sure your protein PDB has the correct
orientation relative to the membrane or you will improperly insert your protein. Improper protein insertion will result in simulations

not reflecting real-life predictions since the protein is not in a physiological state. A tutorial on protein insertion can be found here:
www.ks.uiuc.edu/Training/Tutorials/science/membrane/mem-tutorial.pdf [Ref. 22].

3.1. Determine lipid components, size, and solvation

Click on the following link to reach the CHARMM-GUI Membrane Builder Bilayer Builder webpage: http://www.charmm-
gui.org/?doc=input/membrane.bilayer [Ref. 3]. Scroll down to find a brief explanation of the workflow, an option to include a
Protein Data Bank (.pdb) file, and an option to generate a membrane only system. Click the Membrane Only System to be
redirected to the System Size Determination Options page (Figure 3.1).
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® Protein/Membrane System

Download PDB File: Download Source: | oPMm »

Upload PDB File: | Choose File | No file chosen
PDB Format: ) PDB () PDBYmmCIF ) CHARMM

2 -l Membrane Only System

Figure 7.4.3.1. The start of the CHARMM-GUI Membrane Builder webpage.

1) An option to create a protein/membrane system with a .pdb is provided.
2) For this tutorial, select "Membrane Only System."

For this tutorial, users will recreate a model that has been used to study the effects of lipid tail saturation [Ref. 6]. The model is the
CPRA1 model, a yeast-like model that contains a relatively high concentration of unsaturated lipids. In the System Size
Determination Options, click the Heterogeneous Lipid, the Water thickness, and the Ratios of lipid components options. Next, input
20 Angstroms as the water thickness, and input 80 Angstroms as the initial X-Y guess (Figure 3.2). The initial X-Y guess is
dependent upon the problem being solved; for example, a larger membrane protein would require a larger membrane area in order
to be embedded. Below the system size is the lipid components options (Figure 3.3). Fill in the lipid ratios as indicated in Table
3.1. When finished, click the Show the System Info button and verify the generated dimensions. Ideally, both leaflets should have
close to the same surface area; uneven areas can induce membrane bending artifacts during simulations and thus would be non-
physiological. Once the system dimensions calculate near identical leaflet areas, click Next Step: Determine the System Size located
in the lower right of the CHARMM-GUI webpage. This step may take some time. Do not close or refresh the CHARMM-GUI
webpage.

System Size Determination Options:

Homogeneous Lipid (we recommend users to use "Heterogeneous Lipid" even for homogeneous lipid bilayer building)
® Heterogeneous Lipid

1. Box Type: Rectangular v | (Currently, only CHARMM, NAMD, and GROMACS support the hexagonal box)

2. Length of Z based on:
® Water thickness [20.0 (Minimum water height on top and bottom of the system)

Hydration number 50 (Number of water molecules per one lipid molecule)

3. Length of XY based on:
® Ratios of lipid components
Numbers of lipid components

Length of X and Y: (initial guess)
(The system size along the X and Y must be the same)

Show the system info | click this once you fill the following table:

Figure 7.4.3.2. System size determination options for use in the tutorial. Size values

will vary depending on desired physiological parameter being studied,

desired computational processing speed, and MD software used.

For the tutorial, use 80 Angstroms as the initial X-Y guess.
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Shew the system info | click this once you fill the following table:

Charge Tail Info

. Upperleaflst Lowerleaflet  Surface
Lipid Type ol [snifsn2] Images po

Ratio (Integer)  Ratio (Integer) ~ Area

» Sterols

» PA {phosphatidic acid) Lipids

» PC {phosphatidylcholine) Lipids

» PE {phosphatidylethanclamine) Lipids
* PG (phosphatidylglycerol) Lipids

» PS (phosphatidylserine) Lipids

* PP {pyrophosphate) Lipids

» Pl {phosphatidylinositol) Lipids

» CL ({cardiolipin) Lipids

» PUFA (polyunsaturated fatty acid) Lipids
» SM (sphingo) Lipids

» Ether Lipids

» Bacterial Lipids

» Fatty Acids

» Detergents

» Glycolipids

» LP3 (lipopolysaccharides)

Figure 7.4.3.3. Lipid components options in CHARMM-GUI Membrane Builder

Make sure you click "Show the system info" after you input your desired lipids
to verify near identical leaflet areas!
Table 3.1. Representative model components from supplemental Table 2 in So S. et al, 2009 [Ref. 6]. These lipid

components will be used for the tutorial section to demonstrate how CHARMM-GUI can be used to model biophysical problems.

Molecules of Each Component

Model System Size” DPP # Atoms
POPA POPS POPE DOPC c Chol K* CI H.O
CPRA1° 79.2x79.2x76.7 20 10 60 100 20 60 46 16 11885 67007
CPRA1®?  86.9 x 86.9 x 84 20 10 60 20 100 60 46 16 11826 66830
Hypo® 89.3 x 89.3 x 84 14 14 84 28 112 28 46 18 12836 72970

“ Both top and bottom leaflets have the same lipid compositions
b Each initial system size (in A) is given by Ly x Ly x Lz, where Ly, Ly, and L correspond to the system
size along the X, Y, and Z-axes, respectively.

“ POPA : POPS : POPE : DOPC : DPPC :Chol=2:1:6:10:2:6
“POPA : POPS : POPE : DOPC :DPPC :Chol=2:1:6:2:10:6
° POPA : POPS : POPE : DOPC :DPPC :Chol=1:1:6:2:8:2

In the next web page, you will have a system output box showing you the various CHARMM parameter files generated from the
previous step (Figure 3.4). You can download the system parameter files at any step during the tutorial by clicking download.tgz in
the top right of the CHARMM-GUI webpage. You can view the Generated Packed System by clicking view structure; this will
open an additional window that can be manipulated similar to the Visual Molecular Dynamics (VMD) display. Viewing the
structure after each step is helpful in understanding how CHARMM-GUI constructs the model. In this step, only the packing
arrangement has been determined (Figure 3.4). Below the system output box you will see the Determined System Size section with
size parameters for building the system. Further down you will see the System Building Options section (Figure 3.5). A key
component of system building is deciding if the insertion or replacement method of adding model components should be used.
Generally, insertion methods are meant for protein insertions into bilayers while membrane-only models should use the
replacement method. Additionally, enable the Check lipid ring penetration box to verify that lipid replacement does not produce
positional artifacts. Next, in the Component Building Options section, ions are included in the system to generate a charge neutral
model for electrostatic calculations during the simulation. For this case, we want to mimic the number of ions listed in Table 3.1.
Adjust the ion concentration until you have exactly the correct number of ions. For this tutorial, use the Monte Carlo ion placement
method (Figure 3.5). Once finished, click Next Step: Build Components located in the lower right of the CHARMM-GUI webpage.
This step may take some time. Do not close or refresh the web page.
=
Figure 7.4.3.4. The CHARMM parameter files that can be downloaded at each step are useful for understanding how the model is
built.
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1) Click on the step3_packing.pdb (blue arrow) to view the structure. 2) A top-down view of the packing arrangement indicated as
orange spheres.

The pink and blue squares indicate the upper and lower ledflet faces, respectively. This model view can be rotated similar to the

VMD Display.

Determined System Size: System Building Options:
Box Type Rectangle Insertion method Build system using insertion method
Crystal Type TETRAGONAL ® Replacement method  Buid system using replacement method
System Size A 89.3420394  Dimension along the A (X) axis @ Check lipid ring (and protein surface) penetration

B 89.3420394 Dimension along the B (Y) axis ) ) . _ ‘

c 80 Dimension atong e € (zyais | FOT this system, insertion method can not be used. Replacement method will be used instead.
Crystal Angle  Alpha 90.0 Angle between the axis B and C Component Building Options:

Beta 90.0 Angle between the axis A and C

Gamm: 90.0 Angle bet thy Aand B # Include lons

e between the axis A an
o amma . 9 ® 10085 |M|KCI ¥ |(onconcentration) Calculate number of ions |

# U' LlpldS on Tﬁp 135 Add neutralizing ions

on Bottom 135 46 positive ions and 16 negative lons will be generated. Note that this is the estimated ion numbers, so the actual ion numbers may differ.
Z Center 0 Center of the system along the Z axis| @ lon Placing Method: | Monte-Carlo ¥ |

Figure 7.4.3.5. System Size, System Build, and Component Build options for this tutorial. 1) The determined system size is a good
self-check to verify the correct dimensions before building further. 2) For membranes, replacement method (the replacement of
lipids) is used instead of insertion method (the insertion of a molecule such as a protein). The system build verifies that lipids do
not have positional clashes. The component building options allows ion solvation, with either a distance or Monte-Carlo placement
method. For this tutorial, 0.085 M of KCI will be used with the Monte-Carlo placement method.

3.2. Final assembly, export, and visualization

Step 4 of the CHARMM-GUI Membrane Builder provides a self-check for lipid ring penetration as well as ion/water box building.

In the system output box at the top of the page you can find the step4_lipid.pdb structure for viewing (Figure 3.6). Click Next Step:
Assemble Components.

Visualization powered by NGL)

Figure 7.4.3.6. Side perspective of lipid membrane from tutorial after completing Step 3: Determine the System Size.
This model is the step before solvation.

Step 5 of the CHARMM-GUI Membrane Builder provides force field options, input generation options, and equilibration options
for generating M.D. simulation parameters. Input options can be generated for various M.D. force fields such as GROMACS,
AMBER, and CHARMM, among others. The use of a force field will largely be dependent upon your experimental question and

your lab's computational expertise. A review describing the necessity for force fields and some common types can be found at [Ref.
16].
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At the top of the system output box you will see the assembled .pdb file labeled as step5_assembly.pdb. You can download this
.pdb file or the entire CHARMM-GUI folder by clicking the download.tgz icon at the top right of the CHARMM-GUI webpage.
After downloading, the final model can be visualized using VMD as described in Section 1 (Figure 3.7).

Figure 7.4.3.7. (Left) top view of generated membrane model from tutorial

(Right) side view of generated membrane model from tutorial.
Exercises (section 3.2)

Exercise 3.1. From the complete model (Figure 3.7), isolate each class of lipid, ion, and water atoms as their own representation.
Hint: you may need to look at the .pdb file in a text editor or in the VMD Labels feature to find common naming schemes.

Exercise 3.2. Generate the other two models from Jo, S. et al 2009 (Table 3.1) [Ref. 6]. What do you expect will be different
compared to the CPRA1 model?

Exercise 3.3. Find another biomembrane of interest and generate the model. What parameters must you know to ensure that it is
physiologically relevant?

Exercise 3.4. Temperature can be a critical factor during M.D. system equilibration. As seen in CHARMM-GUI Membrane Builder
step 5, there is an option to adjust the temperature. What are reasonable/unreasonable temperatures? What is a good rule of
thumb? Hint: Membrane fluidity.

Exercise 3.5. Review the following article [Ref. 23] for examples on how molecular simulations have helped validate and promote
experimental findings. What stood out to you? Which experiment did you find most interesting?
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Some images were made with VMD/NAMD/BioCoRE/JMV/other software support. VMD/NAMD/BioCoRE/JMV/ is developed
with NIH support by the Theoretical and Computational Biophysics group at the Beckman Institute, University of Illinois at
Urbana-Champaign.

Some images were made with the online CHARMM-GUI visualization tool during Section 3: Heterogeneous membrane building
using CHARMM-GUI Membrane Builder.
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7.5: Coarse Grain Simulations of Membranes

During the late 1960s at the dawn of Levinthal’s paradox, understanding the mechanism of protein folding became a critical area of
study. This was likely the primary driving force for the coarse grained method in order to capture the phenomenon of the entire
protein folding process. It was Levitt and Warshel who were the first people to successfully accomplish this during their work in
the early 1970s. Their coarse graining method, published in 1975, modeled the small, bovine pancreatic trypsin inhibitor protein
using pseudoatoms at the alpha carbon positions; the model reduced the degrees of freedom to one which described rotation along
the central pseudobond for the three consecutive alpha carbon atoms; the force field used was described by the Lennard Jones
potential; and Brownian Dynamics was used as the sampling scheme. The pioneering work substantiated but fell short of
describing the packing and pair-wise interactions of side chains that are integral driving forces for obtaining specific folded
structures. Just a year later, Levitt proposed an improved model accounting for side chain orientation and since then the method of
coarse graining has only continued to progress in accuracy and expand to other biomolecules like nucleic acids, carbohydrates,
water and lipids. The development of this inaugural coarse grained model has led to the many advancements in the method that
exist in the current state of the art as it has become a crucial computational modeling tool for simulating meso-scale biological
phenomena.>%10

Coarse grained simulation basics

Capturing the time and length scale of biological processes using computational methods remains a challenge for molecular
modeling as resolution is limited to the order of less than 100 ns and 10 nm in all-atom detail. Coarse graining reduces the degrees
of freedom of the system to achieve greater size and time scales at the expense of molecular detail to simulate biological processes
currently inaccessible to all atom models. In addition to increasing the spatiotemporal limitations of all-atom molecular dynamics
simulations, coarse graining is advantageous because it enables high throughput studies that systematically explore thousands of
state conditions in parallel; it reveals which details are essential to reproduce higher resolution results which provides insight on the
biological driving forces at play; it smoothes the potential energy landscape of the system allowing for a computationally
inexpensive testing of novel biophysical pathways.>

Vesicle budding

All-atom lipid bilayer

1A 1nm 10nm 100nm 1Tpm 10pm

Figure 7.5.1: Spatial and temporal scale for computational methods!

How to Coarse Grain

A complete coarse grained (CG) model accomplishes the following: (1) it must represent the atomistic model as simplified CG
“beads” that encapsulate a desired approximation of a group of atoms and (2) it must have a set of potentials called a force field
that describe how the beads interact with one another.
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All-Atom Molecular Dynamics

Figure 7.5.2: All atom to coarse grained description. In this simplified representation a 4:1 atom:bead ratio is used with gray beads
for hydrocarbons, pink beads for glycerol, gold beads for phosphate and blue beads for choline-type.1

Atom mapping

Mapping is the first step to coarse graining and largely determines the accuracy, efficiency and transferability of the model.'! Since
coarse graining relies on utilizing only essential degrees of freedom it is important to assess which are necessary to obtain the
desired resolution for a biologically relevant representation of the system or phenomenon. There are two common methods of atom
mapping used to coarse grain a system: shape and “residue” based.

o Shape based: uses the highest level of simplification in order to model large scale motions therefore the least amount of beads
as possible. Two CG beads represent each lipid bilayer leaflet, one for the head and one for the tail group, which are connected
by a harmonic potential and the top and bottom leaflet interact via Lennard-Jones and Coulomb potentials. The shape-based CG
lipid model allows for simulations of molecular dynamics on the order of hundreds of microseconds and beyond.!®

¢ Residue based: uses the strategy of making a cluster of connected heavy atoms the unit particle in which approximately 10-20
covalently bound atoms are mapped into one CG bead. While resulting in an inevitable loss of detail, this permits a longer
timestep and thereby produces higher computational efficiency than united atom models. It is typical to use this family of
methods when a 1-2 order of magnitude speed up from an all-atom simulation is desired.>!

In addition to the resolution (amount of CG beads) used to represent a group of atoms, it is important to consider the placement of
the CG beads with respect to the atomic structure. It is typical for small molecules like lipids to be locationally mapped using
chemical intuition in which a CG site is used for each functional group in a molecule.”

Force Field Building

It is a continual challenge to develop accurate and transferrable CG force fields. The typical way to construct a CG simulation force
field is using either the bottom up (structure based coarse graining) force matching of top down (thermodynamic based coarse
graining) free energy based approach.

Bottom-up/Structure-based: uses effective interaction based on reference all-atom simulations. Common systematic methods
include inverse Monte Carlo, iterative Boltzmann inversion and Force Matching aka variational fitting (IMC, IBI and FM).3 The
IBI method utilizes a radial distribution function (RDF) from atomistic simulations to calculate a CG RDF function and
iteratively improve the CG pair potential in reference to all atom pair potentials. The equation used to improve upon the CG pair
potential for this iterative method isé:

W (1) 2w (r) — kT [ L) (7.5.1)
i+1 -7 B pLarget(,r) e

Here, p(r), is the RDF and, u, is the effective pair potential derived from the potential of mean force calculation. Essentially the
equation states the a guess is input for the initial RDF and this is iterated numerous times until the value converges on the target
RDF. Iteration continue until convergence on a unique pair potential for a given radial distribution is achieved within an acceptable
error. Similarly, the IMC method utilizes the RDF as the target property to approximate a coarse grained Hamiltonian for the
system but unlike the IBI method it explicitly handles the CG force field parameters by solving a series of linear equations at each
iterative step to reach successful convergence.® Voth’s multi-scale coarse grained (MS-CG) model described briefly is
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representative of the force matching method and utilizes a system of linear equations to find the least squares fit of sampled
configurations from an atomistic simulation to optimize the CG force field.** Inverse Monte Carlo differs from this because it is an
exact Newton method and tries to fit the exact reference value versus the natural log whereas force matching extracts an optimal
potential from large conformational data produced by ab initio calculations.

Top-down/Thermodynamics-based: uses analytical interaction potentials and is parameterized in an iterative procedure that aims to
reproduce thermodynamic properties from experimental data, which typically results in a more easily transferable force field.3 The
Martini force field is a commonly used example of the top-down method in which bonded interactions are specified by potential
energy functions but is unique in its description of non bonded interactions.! The intermolecular structure and thermodynamics of
the target system depends on the non bonded interaction modeled using the Lennard-Jones potential and the parameters are chosen
to reproduce specific experimental measurements, i.e. bulk density, free energy of hydration, vapor pressure, etc.!2

Most CG force fields rely on a combinations of the two methods to optimize accuracy and transferability. Though not exhaustive
the table below from Bradley et al. provides an excellent summary of force field construction types and their applicability.'

Table 1: Common force fields used in coarse grain simulations

Model Key Methods Key Target Data

. . Density distributions, interfacial tension, area per lipid,

Structure matching, energy matching, Boltzmann ] o .

CMM-CG . . bending modulus, area compressibility modulus, lipid order
inversion, reverse Monte Carlo

parameters

. . L Atomistic site to site radial distribution functions, density
Bottom up force matching, variational optimization, o . - T
MS-CG . . . . distributions, bending and area compressibility moduli, lipid
hybrid analytic-systematic CG, screened electrostatics ] ]
diffusion rates
Top down energy matching, potential of mean force Free energy of hydration and vaporization, partitioning free
Martini between phases, bilayer stress profile, free energy of  energies, surface and interfacial tension, density distributions,

lipid desorption or flip-flop, short range electrostatics bending modulus, area per lipid

HOW TO SAMPLE A COARSE GRAINED MODEL?

Force fields transform the biological systems flat conformational space into an extremely rugged surface. Sampling schemes allow
for the surface to be traversed in search of desired system conformations. The two most commonly used schemes used in CG
modeling are molecular dynamics (MD) and Monte Carlo (MC). MD schemes generate new conformations utilizing classical
mechanics described by Newton’s equations of motion. Using this method, a trajectory is produced which describes the time
evolution of the system and allows for the assessment of time dependent observables. MC schemes traverse the conformational
space in a completely time independent manner that provides a random sample of conformations coming from the desired
distribution, typically Boltzmann (this linked page goes more in depth on this sampling method: Monte carlo for Biomembranes).
This method uses unphysical jumps in space to allow for escape from local energy minima and is an entirely statistics based
algorithm.®

Coarse graining for membranes
WHY COARSE GRAIN MEMBRANES?

While a single lipid molecule itself is relatively small, only about 100 atoms, the bulk properties of a lipid bilayer depends on the
collective behavior of hundreds to thousands of individual lipids rendering atomistic models extremely computationally expensive.
Real biological membranes are heterogeneous and contain multiscale properties with the typical membrane being on the
macroscopic scale--microns and microseconds--which is currently inaccessible to atomic resolution molecular dynamics

simulations.®

AND WHAT ABOUT WATER?

Given that water is an essential component of biological systems and typically comprising more than 80% of the system’s total
particles it is necessary to reproduce both its structure and phase transitions to create a relevant and accurate coarse-grained
model.311 The dynamic effects of water on biological systems arise from its hydrogen bonding, polarity and geometry which can
not be fully captured using the CG method therefore the model must be parameterized to reproduce the desired macroscopic
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property.®® CG methods employ several different mapping and parameterization techniques that produce the following three
categories of models: (1) implicit, (2) explicit and (3) polarizable.!

1. The two typical strategies to account for water implicitly are by adjusting the non-bonded interactions between non-water
molecules or adding a force field term that accounts for the hydrophobic effect using DeBye-Huckel theory of Generalized-
Born models, which is based on modeling the solute as a set of spheres whose internal dielectric constant differs from the
external solvent.3

2. The two parameterization types for the explicit representation of a water molecule as a van der waals particle use either
structure or thermodynamic methods. Structure based methods typically use a 1:1 molecule:bead ratio and are constructed from
atomistic water simulations using IBI or FM. Thermodynamics based water models are parameterized by fitting to macroscopic
experimental results (like density, diffusion rate, surface tension, etc.3) and use various mapping ratios.3:18

3. Explicit water models lack charges which prevents them from screening electrostatics which is remedied by polarizable models.
This is accomplished by incorporating charged pseudo particles controlled by an angle potential that allows for mimicking of
water’s electrostatic screening due to its polarizability.l” The molecule: bead mapping varies from a 4:1 rigid V-shape, A 1:1
induced point dipole, or the 11:4 tetrahedrally coordinated water model, for instances.3

WHAT COARSE GRAINED MEMBRANE MODELS ARE COMMONLY USED?

In coarse grained models the observables from atomistic models are often defined by analogy and result in what is known as the
representability problem.?° Practically, this means that the questions asked dictate which CG model is appropriate to use. In order
to choose the right model for each problem, it is necessary to understand the applicability and limitations of your model.> While
numerous coarse grained lipid models exist some successful, commonly used coarse grained lipid models include®: (1) Klein® (2)
Martini'? (3) ELBA” (4) Voth® (5) Smit’s DPD'3

1. A pioneering model that constructs a CG forcefield from all atom simulation data studying a dimyristoylphosphatidylcholine
(DMPC) membrane. While structurally accurate it has limited transferability that has since been improved upon by
incorporating both top down and bottom up parameterization. The introductory model linked each of the 13 CG beads using
harmonic bond and quartic angle potentials fitted to the atomistic simulation while non-bonded interactions were represented by
radial distribution functions and refined with IBI. Recent applications of the model have extended the applicability to different
molecular structures and environmental conditions. '

2. This model was originally developed for lipids and is purposefully simplistic using minimal parameters and a few standard
interaction potential in an effort to be versatile in its applications while maintaining accuracy. It uses a 4:1 atom:bead mapping
with a fixed bead size with 18 different polarity/charge group types. Bonds and angles are described by harmonic potentials and
VdW and electrostatics are described using shifted potentials. The model parameters are tuned to match structural and
thermodynamic data from experimental and simulated systems. Applications are vast and range from raft domain formation to
membrane tethers.

3. An electrostatics based CG lipid force field that focuses on lipid water interactions designed for multiscale applicability. Each
water molecule is represented by a Lennard-Jones soft soft sphere with a point dipole and the CG lipid beads incorporate
electrostatics as explicit point charges or point dipoles with a relative dielectric constant of 1. The model was parameterized for
bulk, liquid phase water and is particularly applicable for modeling lipid phase behavior and the movement of drugs and other
molecules across lipids bilayers.

4. Voth and colleagues have developed multiple CG lipid models that like the Klein model use a force field derived from all atom
simulations termed a multiscale CG forcefield (MS-CG) that instead contains an analytical and systematic component that
utilize force matching vs average structural properties. Their methods employ a range of atom mapping from an aggressive CG
with a single bead to represent an entire lipid used to simulate very large systems® to the typical 13-15 CG beads per lipid;
model dependent treatments of electrostatic interactions and water representations, either explicit or implicit. Their models have
been used to model several lipids like DMPC, DOPC, DOPE and cholesterol membranes and has been used to study a variety of
biological phenomena including liposome (~200nm) self assembly and the phase behavior of binary mixed membranes.'®

5. This lipid model utilizes the soft repulsive forces used in dissipative particle dynamics that replace the Lennard-Jones potential
to study the DMPC bilayer. The DPD repulsion parameter was determined using prior related DPD studies; their atom mapping
consisted of a model comprising a lipid head group of 3 hydrophilic beads and the remaining 10 beads comprising 2
hydrophobic tails; and their model has been shown to describe multicomponent bilayer behavior with accuracy and speed.
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