
19.5.1 https://phys.libretexts.org/@go/page/9688

19.5: Appendix - Coordinate transformations
Coordinate systems can be translated, or rotated with respect to each other as well as being subject to spatial inversion or time
reversal. Scalars, vectors, and tensors are defined by their transformation properties under rotation, spatial inversion and time
reversal, and thus such transformations play a pivotal role in physics.

Translational transformations
Translational transformations are involved frequently for transforming between the center of mass and laboratory frames for
reaction kinematics as well as when performing vector addition of central forces for the cases where the centers are displaced. Both
the classical Galilean transformation or the relativistic Lorentz transformation are handled the same way. Consider two parallel
orthonormal coordinate frames where the origin of  is displaced by a time dependent vector  from the origin of
frame . Then the Galilean transformation for a vector  in frame  to  in frame  is given by

The velocities for a moving frame are given by the vector difference of the velocity in a stationary frame, and the velocity of the
origin of the moving frame. Linear accelerations can be handled similarly.

Rotational transformations

Rotation matrix

Rotational transformations of the coordinate system are used extensively in physics. The transformation properties of fields under
rotation define the scalar and vector properties of fields, as well as rotational symmetry and conservation of angular momentum.

Rotation of the coordinate frame does not change the value of any scalar observable such as mass, temperature etc. That is,
transformation of a scalar quantity is invariant under coordinate rotation from .

By contrast, the components of a vector along the coordinate axes change under rotation of the coordinate axes. This difference in
transformation properties under rotation between a scalar and a vector is important and defines both scalars and a vectors.

Matrix mechanics, described in appendix , provides the most convenient way to handle coordinate rotations. The
transformation matrix, between coordinate systems having differing orientations is called the rotation matrix. This transforms the
components of any vector with respect to one coordinate frame to the components with respect to a second coordinate frame rotated
with respect to the first frame.

Assume a point  has coordinates  with respect to a certain coordinate system. Consider rotation to another coordinate
frame for which the point  has coordinates  and assume that the origins of both frames coincide. Rotation of a frame
does not change the vector, only the vector components of the unit basis states. Therefore

Note that if one designates that the unit vectors for the unprimed coordinate frame are  and for the primed coordinate
frame , then taking the scalar product of Equation  sequentially with each of the unit base vectors 
leads to the following three relations

Note that the  are the direction cosines as defined by the scalar product of two unit vectors for axes , that is, they are the
cosine of the angle between the two unit vectors.

Equation  can be written in matrix form as

where the “ ” means the inner matrix product of the rotation matrix  and the vector  where
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The inverse procedure is obtained by multiplying Equation  successively by one of the unit basis vectors  leading
to three equations

Equation  can be written in matrix form as

where  is the transpose of .

Note that substituting Equation  into Equation  gives

Thus

where  is the identity matrix. This implies that the rotation matrix  is orthogonal with .

It is convenient to rename the elements of the rotation matrix to be

so that the rotation matrix is written more compactly as

and Equation  becomes

Consider an arbitrary rotation through an angle . Equations  and  can be used to relate six of the nine quantities 
in the rotation matrix, so only three of the quantities are independent. That is, because of Equation  we have three equations
which ensure that the transformation is unitary.

Also requiring that the axes be orthogonal gives three equations

These six relations can be expressed as

The fact that the rotation matrix should have three independent quantities is due to the fact that all rotations can be expressed in
terms of rotations about three orthogonal axes.
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Consider a point  in the unprimed coordinate system. Consider the same point  in the
primed coordinate system which has been rotated by an angle  about the  axis as shown. The direction cosines 

 can be determined from the figure to be the following

1 1 0 1

1 2 90 0

1 3 90 0

2 1 90 0

2 2 60 0.500

2 3 90-60 0.866

3 1 90 0

3 2 90+60 -0.866

3 3 60 0.500

Table 

Figure 

Thus the rotation matrix is

The transform point  therefore is given by

Note that the radial coordinate . That is, the rotational transformation is unitary and thus the magnitude of the
vector is unchanged.
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Consider the rotation matrix

The product

which implies that  is orthogonal.

Finite rotations

Figure : Order of two finite rotations for a parallelepiped.

Consider two finite  rotations  and  illustrated in Figure . The  rotation is  around the  axis in a right-
handed direction as shown. In such a rotation the axes transform to  and the rotation matrix is

The second rotation  is a right-handed rotation about the  axis which formerly was the  axis. Then 
 and the rotation matrix is

Consider the product of these two finite rotations which corresponds to a single rotation matrix 

That is:

Example : Proof that a rotation matrix is orthogonal19.5.2
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Now consider that the order of these two rotations is reversed.

That is:

An entirely different orientation results as illustrated in Figure .

This behavior of finite rotations is a consequence of the fact that finite rotations do not commute, that is, reversing the order does
not give the same answer. Thus, if we associate the vectors  and  with these rotations, then it implies that the vector product 

. That is, for finite rotation matrices, the product does not behave like for true vectors since they do not commute.

Infinitessimal rotations

Figure : Infinitessimal rotation

Infinitessimal rotations do not suffer from the noncommutation defect of finite rotations. If the position vector of a point changes
from  to  then the geometrical situation is represented correctly by

where  is a quantity whose magnitude is equal to the infinitessimal rotation angle and which has a direction along the
instantaneous axis of rotation as illustrated in Figure .

The infinitessimal angle  is a vector which is shown by proving that two infinitessimal rotations  and  commute. The
change in position vectors of the point are

and

Thus the final position vector for  followed by  is

Assuming that the second-order infinitessimals can be ignored gives

Consider now the inverse order of rotations.
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Again, neglecting the second-order infinitessimals gives

Note that the products of these two infinitessimal rotations,  and  are identical. That is, assuming that second-order
infinitessimals can be neglected, then the infinitessimal rotations commute, and thus  and  are correctly represented by
vectors.

The fact that  is a vector allows angular velocity to be represented by a vector. That is, angular velocity is the ratio of an
infinitessimal rotation to an infinitessimal time.

Note that this implies that the velocity of the point can be expressed as

Proper and improper rotations

The requirement that the coordinate axes be orthogonal, and that the transformation be unitary, leads to the relation between the
components of the rotation matrix.

It was shown in equation  that, for such an orthogonal matrix, the inverse matrix  equals the transposed matrix 

Inserting the orthogonality relation for the rotation matrix leads to the fact that the square of the determinant of the rotation matrix
equals one,

that is

A proper rotation is the rotation of a normal vector and has

An improper rotation corresponds to

An improper rotation implies a rotation plus a spatial reflection which cannot be achieved by any combination of only rotations.

Consider the cross product of two vectors . It can be shown that the cross product behaves under rotation as:

For all proper rotations the determinant of  and thus the cross product also acts like a proper vector under rotation. This is
not true for improper rotations where .

Spatial inversion transformation

Spatial inversion, that is, mirror reflection, corresponds to reflection of all coordinate vectors, , , and .
Such a transformation corresponds to the transformation matrix

r +δ +δ = r +δ ×r +δ ×(r +δ )r2 r1 θ2 θ1 r2 (19.5.26)

r +δ +δ = r +δ ×r +δ ×rr2 r1 θ2 θ1 (19.5.27)
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Figure : Inversion of an object corresponds to reflection about the origin of all axes.

Thus , that is, it corresponds to an improper rotation. A spatial inversion for two vectors  and  correspond to

That is, normal polar vectors change sign under spatial reflection. However, the cross product  does not change sign
under spatial inversion since the product of the two minus signs is positive. That is,

Thus the cross product behaves differently from a polar vector. This improper behavior is characteristic of an axial vector, which
also is called a pseudovector.

Examples of pseudovectors are angular momentum, spin, magnetic field etc. These pseudovectors are defined using the right-hand
rule and thus have handedness. For a right-handed system

Changing to a left-handed system leads to

That is, handedness corresponds to a definite ordering of the cross product. Proper orthogonal transformations are said to preserve
chirality (Greek for handedness) of a coordinate system.

An example of the use of the right-handed system is the usual definition of cartesian unit vectors,

An obvious question to be asked, is the handedness of a coordinate system merely a mathematical curiosity or does it have some
deep underlying significance? Consider the Lorentz force

Since force and velocity are proper vectors then the magnetic  field must be a pseudo vector. Note that calculation of the  field
occurs only in cross products such as,

where the current density  is a proper vector. Another example is the Biot-Savart Law which expresses  as

Thus even though  is a pseudo vector, the force  remains a proper vector. Thus if a left-handed coordinate definition of 
 is used in , and  in , then the same final physical result would be obtained.

It was long thought that the laws of physics were symmetric with respect to spatial inversion ( i.e. mirror reflection), meaning that
the choice between a left-handed and right-handed representations (chirality) was arbitrary. This is true for gravitational,
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electromagnetic and the strong force, and is called the conservation of parity. The fourth fundamental force in nature, the weak
force, violates parity and favours handedness. It turns out that right-handed ordinary matter is symmetrical with left-handed
antimatter.

In addition to the two flavours of vectors, one has scalars and pseudoscalars defined by:

An example of a pseudoscalar is the scalar product 

Time reversal transformation

The basic laws of classical mechanics are invariant to the sense of the direction of time. Under time reversal the vector  is
unchanged while both momentum  and time  change sign under time reversal, thus the time derivative  is invariant to

time reversal; that is, the force is unchanged and Newton’s Laws  are invariant under time reversal. Since the force can be
expressed as the gradient of a scalar potential for a conservative field, then the potential also remains unchanged. That is

It is necessary to introduce tensor algebra, given in appendix , prior to discussion of the transformation properties of
observables which is the topic of appendix .

Exercises
1. Suppose the -axis of a rectangular coordinate system is rotated by  away from the -axis around the -axis.

(a) Find the corresponding transformation matrix. Try to do this by drawing a diagram instead of going to the book or the notes for
a formula.

(b) Is this an orthogonal matrix? If so, show that it satisfies the main properties of an orthogonal matrix. If not, explain why it fails
to be orthogonal.

(c) Does this matrix represent a proper or an improper rotation? How do you know?

2. When you were first introduced to vectors, you most likely were told that a scalar is a quantity that is defined by a magnitude,
while a vector has both a magnitude and a direction. While this is certainly true, there is another, more sophisticated way to define
a scalar quantity and a vector quantity: through their transformation properties. A scalar quantity transforms as  while a
vector quantity transforms as . To show that the scalar product does indeed transform as a scalar, note that:

Now you will show that the vector product transforms as a vector. Begin by writing out what you are trying to show explicitly and
show it to the teaching assistant. Once the teaching assistant has confirmed that you have the correct expression, try to prove it. The
vector product is a bit more difficult to work with than the scalar product, so your teaching assistant is prepared to give you a hint if
you get stuck.

3. Suppose you have two rectangular coordinate systems that share a common origin, but one system is rotated by an angle  with
respect to the other. To describe this rotation, you have made use of the rotation matrix . (I’m changing the notation slightly to
put the emphasis on the angle of rotation.)

(a) Verify that the product of two rotation matrices  is in itself a rotation matrix.

(b) In abstract algebra, a group  is defined as a set of elements  together with a binary operation  acting on that set such that
four properties are satisfied:

i. (Closure) For any two elements  and  in the group , the product of the elements,  is also in the group .

ϕ(r) = +ϕ(−r) (19.5.45)

ϕ(r) = −ϕ(−r) (19.5.46)
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ii. (Associativity) For any three elements  of the group , .

iii. (Existence of Identity) The group  contains an identity element  such that  for all .

iv. (Existence of Inverses) For each element , there exists an inverse element  such that .

Show that if the product  denotes the product of two matrices, then the set of rotation matrices together with  forms a group. This
group is known as the special orthogonal group in two dimensions, also known as .

(c) Is this group commutative? In abstract algebra, a commutative group is called an abelian group.

4. When you look in a mirror the image of you appears left-to-right reversed, that is, the image of your left ear appears to be the
right ear of the image and vise versa. Explain why the image is left-right reversed rather than up-down reversed or reversed about
some other axis; i.e. explain what breaks the symmetry that leads to these properties of the mirror image.

5. Find the transformation matrix that rotates the axis  of a rectangular coordinate system  toward  around the  axis.

6. For simplicity, take  to be a two-dimensional transformation matrix. Show by direct expansion that .
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