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5.33: The Exponential-Logarithmic Distribution

The exponential-logarithmic distribution arises when the rate parameter of the exponential distribution is randomized by the logarithmic
distribution. The exponential-logarithmic distribution has applications in reliability theory in the context of devices or organisms that improve
with age, due to hardening or immunity.

The Standard Exponential-Logarithmic Distribution
Distribution Functions

The standard exponential-logarithmic distribution with shape parameter p € (0,1) is a continuous distribution on [0, co) with probability
density function g given by

(1-ple®
In(p)[1—(1—p)e*]’

g(z)=— z € [0, 00) (5.33.1)

1. g is decreasing on [0, 00) with mode z = 0.
2. g is concave upward on [0, o).
Proof

Substituting u = (1 —p)e ™ , du = —(1 —p)e "dz gives

© _(oper v
/0 iy = /0 — —In(p) (5.33.2)

1-(1-p)e=® 1-u
so it follows that g is a PDF. For the shape of the graph of g note that
1-ple™®
g (z) = 1-p) z €0, 00) (5.33.3)

In(p)[1 - (1—ple ]’ |
g'(z) =— (11;(]’;;?1 _[t;r_(;);f]z , zel0,00) (5.33.4)

Open the special distribution simulator and select the exponential-logarithmic distribution. Vary the shape parameter and note the shape of
the probability density function. For selected values of the shape parameter, run the simulation 1000 times and compare the empirical
density function to the probability density function.

The distribution function G is given by

G(z)=1- , x€][0,00) (5.33.5)
In(p)
Proof
This follows from the same integral substitution used in the previous proof.
The quantile function G~! is given by
_ 1-p u
Glu)= ln<m> =In(1-p)—In(1—p'™), uec(0,1) (5.33.6)

1. The first quartile is ¢; =In(1 —p) —In(1 —p3/4) .
2. The median is ¢ = In(1 —p) — ln(l —p1/2) = ln(l + \/ﬁ) .
3. The third quartile is g3 = In(1 —p) —In(1 —p'/4) .
Proof
The formula for G~ follows from the distribution function by solving u = G(z) for z in terms of u.
Open the special distribution calculator and select the exponential-logarithmic distribution. Vary the shape parameter and note the shape of
the distribution and probability density functions. For selected values of the shape parameter, computer a few values of the distribution

function and the quantile function.

The reliability function G¢ given by
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_ Ifl-(1-p)e]

G(z z €[0,00 5.33.7
(2) = 0,00) (5.33.7)
Proof
This follows trivially from the distribution function since G¢ =1—-G .
The standard exponential-logarithmic distribution has decreasing failure rate.
The failure rate function r is given by
1 _ —T
r(z) = — (1—p)e , z€(0,00) (5.33.8)

(1= =ple|In[l — (1 —p)e~?]

1. r is decreasing on [0, co).
2. r is concave upward on [0, co).

Proof

Recall that 7(z) = g(z) /G°(z) so the formula follows from the probability density function and the distribution function given above.

The Polylogarithm

The moments of the standard exponential-logarithmic distribution cannot be expressed in terms of the usual elementary functions, but can be
expressed in terms of a special function known as the polylogarithm.

The polylogarithm of order s € R is defined by
o0 Il'k
Lis(m):ZF, z e (~1,1) (5.33.9)
k=1

The polylogarithm is a power series in  with radius of convergence is 1 for each s € R.
Proof
To show that the radius of convergence is 1, we use the ratio test from calculus. For s € R,

CRICE
|.'1:|k/k5 o k+1

) — |z| ask — o0 (5.33.10)

Hence the series converges absolutely for |z| < 1 and diverges for |z| > 1.

In this section, we are only interested in nonnegative integer orders, but the polylogarithm will show up again, for non-integer orders, in the
study of the zeta distribution.

The polylogarithm functions of orders 0, 1, 2, and 3.

1. The polylogarithm of order 0 is

> z
Lig(z) = = ~1,1 .33.11
io (@) ;w — ze(-11) (5.33.11)
2. The polylogarithm of order 1 is
00 wk
Lil(m):ZT=—ln(1—z), ze(-1,1) (5.33.12)
k=1

3. The polylogarithm of order 2 is known as the dilogarithm
4. The polylogarithm of order 3 is known as the trilogarithm.

Thus, the polylogarithm of order 0 is a simple geometric series, and the polylogarithm of order 1 is the standard power series for the natural
logarithm. Note that the probability density function of X can be written in terms of the polylogarithms of orders 0 and 1:

( )__Lio [(1-p)e™]  Lig[(1—p)e ]
9\&) = In(p) T T Lu(d-p)

z €0, 00) (5.33.13)

The most important property of the polylogarithm is given in the following theorem:

I The polylogarithm satisfies the following recursive integral formula:

@ 0 5.33.2 https://stats.libretexts.org/@go/page/10373



https://libretexts.org/
https://creativecommons.org/licenses/by/2.0/
https://stats.libretexts.org/@go/page/10373?pdf

LibreTextsm

T Li,(t
Lis+1(:c)=/ IST()dt; seR, ze(-1,1) (5.33.14)
0

Equivalently,  Li}, ; (z) = Lis(z) forz € (—1,1) and s € R.
Proof

Recall that a power series may integrated term by term, and the integrated series has the same radius of convergence. Hence for s € R,

@ Lig(t o - rzogk-1 © .k
/0 t( )dt:Z/O ks dt:z SZ:H =Lisu(z), ze(-1,1) (5.33.15)
k=1 k=1
When s > 1, the polylogarithm series converges at z = 1 also, and
. 1
Lis(1) =¢(s) =)+ (5.33.16)

k=1

where ¢ is the Riemann zeta function, named for Georg Riemann. The polylogarithm can be extended to complex orders and defined for
complex z with |z| < 1, but the simpler version suffices for our work here.

Moments

We assume that X has the standard exponential-logarithmic distribution with shape parameter p € (0,1).

The moments of X (about 0) are
Lip4i(1— Lipi(1—
E(X™) = —n! wa12p) ’f“( p), neN (5.33.17)
In(p) Liy (1 -p)
1.E(X")—»0asplO0
2E(X")—>nlasp?t1
Proof
As noted earlier in the discussion of the polylogarithm, the PDF of X can be written as
1 o0
g(z) =— (1—p)e*, z€[0,00) (5.33.18)
In(p) ;
Hence
L N k k I N I k
IE(X"):——/ (1-p)*z"e " de =— (1-p) / z"e "dx (5.33.19)
In(p) Jo k; In(p) k; 0
But f;° z"e **dz =n!/k™* and hence
1 < (1—p)k Lip1(1—
E(X") =———n!) A=pf __, Lnad=p) (5.33.20)
In(p) = & In(p)
1. As p | 0, the numerator in the last expression for E(X™) converges to n!¢(n+ 1) while the denominator diverges to co.
2. As p 1 1, the expression for E(X™) has the indeterminate form %. An application of L'Hospital's rule and the derivative rule above
gives
Lin (1 _p)
lIimE(X") =limn!lp———— 5.33.21
i e -
But from the series definition of the polylogarithm, Li,, (x)/x —1asxz —0.

We will get some additional insight into the asymptotics below when we consider the limiting distribution as p | 0 and p T 1. The mean and
variance of the standard exponential logarithmic distribution follow easily from the general moment formula.

The mean and variance of X are

1. E(X) = —Liz(1 —p)/ In(p)
2. var(X) = —2Lig(1 —p)/ In(p) — [Liz(1 —p)/ In(p)]

From the asymptotics of the general moments, note that E(X) — 0 and var(X) — 0 asp | 0, and E(X) — 1 and var(X) — 1 asp T 1.
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Open the special distribution simulator and select the exponential-logarithmic distribution. Vary the shape parameter and note the size and
location of the mean =+ standard deviation bar. For selected values of the shape parameter, run the simulation 1000 times and compare the
empirical mean and standard deviation to the distribution mean and standard deviation.

Related Distributions

The standard exponential-logarithmic distribution has the usual connections to the standard uniform distribution by means of the distribution
function and the quantile function computed above.

Suppose that p € (0,1).

1. If U has the standard uniform distribution then

1-p U
X=In =In(1—p)—In(1-— 5.33.22
(1_pv) (1-p)~In(1-p") ( )
has the standard exponential-logarithmic distribution with shape parameter p.
2. If X has the standard exponential-logarithmic distribution with shape parameter p then
In[1-(1-p)e ™
p Jnll == p)e] (5.33.23)
In(p)

has the standard uniform distribution.

Proof
1. Recall that if U has the standard uniform distribution, then G~ (U) has the exponential-logarithmic distribution with shape parameter
p.But 1 — U also has the standard uniform distribution and henceX = G='(1 —U) also has the exponential-logarithmic distribution
with shape parameter p.
2. Similarly, if X has the exponential-logarithmic distribution with shape parameter p then G(X) has the standard uniform distribution.
Hence U =1 — G(X) also has the standard uniform distribution.

Since the quantile function of the basic exponential-logarithmic distribution has a simple closed form, the distribution can be simulated using
the random quantile method.

Open the random quantile experiment and select the exponential-logarithmic distribution. Vary the shape parameter and note the shape of
the distribution and probability density functions. For selected values of the parameter, run the simulation 1000 times and compare the
empirical density function to the probability density function.

As the name suggests, the basic exponential-logarithmic distribution arises from the exponential distribution and the logarithmic distribution via
a certain type of randomization.

Suppose that T'= (T, T, .. .) is a sequence of independent random variables, each with the standard exponential distribution. Suppose
also that NV has the logarithmic distribution with parameter 1 —p € (0, 1) and is independent of T'. Then X = min{T}, T5,...,Tx} has
the basic exponential-logarithmic distribution with shape parameter p.

Proof
It's best to work with reliability functions. For n € N, min{T}, %, ..., T, } has the exponential distribution with rate parameter n, and
hence P(min{T1,T,... T} > z) =e ™ forz € [0, 00). Recall also that
1 _ n
]P’(N:n):—& neN, (5.33.24)
nln(p)

Hence, using the polylogarithm of order 1 (the standard power series for the logarithm),

P(X >z)=E[P(X >z | N)] =—

PN N T ) . B () R

In(p) £~ n(p) = n In(p)

As a function of z, this is the reliability function of the exponential-logarithmic distribution with shape parameter p.

Also of interest, of course, are the limiting distributions of the standard exponential-logarithmic distribution as p — 0 and asp — 1.

The standard exponential-logarithmic distribution with shape parameter p € (0, 1) converges to

1. Point mass at 0 as p — 0.
2. The standard exponential distribution as p — 1.
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Proof
It's slightly easier to work with the reliability function G rather than the ordinary (left) distribution function G.

1. Note that G°(0) =1 for every p € (0, 1). On the other hand, if z > 0 then G°(z) — 0 asp — 0.

2. G°(z) has the indeterminate form % as p — 1. An application of L'Hospital's rule shows that

() — T pe’® -
;l_rﬁlG (z) —;1_1311 T—(_p)e— =e”, z€l0,00) (5.33.26)

As a function of z, this is the reliability function of the standard exponential distribution.

The General Exponential-Logarithmic Distribution

The standard exponential-logarithmic distribution is generalized, like so many distributions on [0, cc), by adding a scale parameter.
Suppose that Z has the standard exponential-logarithmic distribution with shape parameter p € (0,1). If b € (0, 00), then X = bZ has the
exponential-logarithmic distribution with shape parameter p and scale parameter b.

Using the same terminology as the exponential distribution, 1/bis called the rate parameter.

Distribution Functions

Suppose that X has the exponential-logarithmic distribution with shape parameter p € (0, 1) and scale parameter b € (0, 00).
X has probability density function f given by

(1—p)e®/*

== bln(p)[1 — (1 —p)e~=/*]’

z €10, 00) (5.33.27)

1. f is decreasing on [0, co) with mode z = 0.
2. f is concave upward on [0, co).

Proof

Recall that f(z) = %g (%) for z € [0, 00) where g is the PDF of the standard distribution.

Open the special distribution simulator and select the exponential-logarithmic distribution. Vary the shape and scale parameters and note the
shape and location of the probability density function. For selected values of the parameters, run the simulation 1000 times and compare the
empirical density function to the probability density function.

X has distribution function F' given by
In[1-(1 —p)e*z/l’}

F(z)=1- ) , x€[0,00) (5.33.28)

Proof

Recall that F((z) = G(z/b) for z € [0, 00) where G is the CDF of the standard distribution.
X has quantile function F~! given by
1-—
Fl(u) = bln<1—pu) —b[In(1—p)—In(1—p* )], wel0,1) (5.33.29)

1. The first quartile is q; = b [ln(l —p)—In(1 —p3/4)} .

2. The medianis g = b [1n(1 —p) —ln(l —pt/? } bl

3. The third quartile is g3 = b [ln(l —p)— ln(l —p1/4)] ]
Proof

Recall that F~!(u) =bG~1(u) where G~1 is the quantile function of the standard distribution.

Open the special distribution calculator and select the exponential-logarithmic distribution. Vary the shape and scale parameter and note the
shape and location of the probability density and distribution functions. For selected values of the parameters, computer a few values of the
distribution function and the quantile function.
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X has reliability function F'¢ given by

In[1-(1 —p)e’“/b]

Fé(z) = , x€0,00 5.33.30

(2) = 0,00) (5.33.30)

Proof

This follows trivially from the distribution function since F¢ =1—F .
The exponential-logarithmic distribution has decreasing failure rate.

The failure rate function R of X is given by.

1— —z/b
R(z)=— (1—p)e z €0, 00) (5.33.31)

b[1—(1—p)e=/b] In[1— (1 —p)e=/t] ’

1. R is decreasing on [0, c0).
2. R is concave upward on [0, 0o).

Proof

Recall that R(w):%r(%) for x €[0,00), where r is the failure rate function of the standard distribution. Alternately,

R(z) = f(2)/F°(z).

Moments
Suppose again that X has the exponential-logarithmic distribution with shape parameter p € (0,1) and scale parameter b € (0, 00). The
moments of X can be computed easily from the representation X = bZ where Z has the basic exponential-logarithmic distribution.

The moments of X (about 0) are

Lin+1(1 _p)

E(X") = ~b'nl—= )

, neN (5.33.32)

1.E(X")—0aspl0
2E(X™) = b"nlasp 11

Proof

These results follow from basic properties of expected value and the corresponding results for the standard distribution. We can write
X = bZ where Z has the standard exponential-logarithmic distribution with shape parameter p. Hence E(X") = b"E(Z") .

The mean and variance of X are
1. E(X) = —bLiz(1—p)/ In(p)
2. var(X) = b? (—2Li3(1 —p)/In(p) — [Lis(1 —p)/ In(p)] 2)

From the general moment results, note that E(X) — 0 and var(X) — 0 as p J. 0, while E(X) — b and var(X) — b* asp 1 1.

Open the special distribution simulator and select the exponential-logarithmic distribution. Vary the shape and scale parameters and note the
size and location of the mean =+ standard deviation bar. For selected values of the parameters, run the simulation 1000 times and compare
the empirical mean and standard deviation to the distribution mean and standard deviation.

Related Distributions
Since the exponential-logarithmic distribution is a scale family for each value of the shape parameter, it is trivially closed under scale
transformations.
Suppose that X has the exponential-logarithmic distribution with shape parameter p € (0,1) and scale parameter b € (0,00). If
c € (0,00), then Y = ¢X has the exponential-logarithmic distribution with shape parameter p and scale parameter bc.
Proof

By definition, we can take X =bZ where Z has the standard exponential-logarithmic distribution with shape parameter p. But then
Y =cX=(bc)Z.
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Once again, the exponential-logarithmic distribution has the usual connections to the standard uniform distribution by means of the distribution
function and quantile function computed above.

Suppose that p € (0,1) and b € (0, c0).

1. If U has the standard exponential distribution then

1—
X=b [m( - 1;)] —b[In(1—p)—In(1—p")] (5.33.33)
—-p
has the exponential-logarithmic distribution with shape parameter p and scale parameter b.
2. If X has the exponential-logarithmic distribution with shape parameter p and scale parameter b, then
In[1—(1-p)e*/?]

U= o) (5.33.34)

has the standard uniform distribution.
Proof

These results follow from the representation X = bZ, where Z has the standard exponential-logarithmic distribution with shape parameter
p, and the corresponding result for Z.

Again, since the quantile function of the exponential-logarithmic distribution has a simple closed form, the distribution can be simulated using
the random quantile method.

Open the random quantile experiment and select the exponential-logarithmic distribution. Vary the shape and scale parameters and note the
shape and location of the distribution and probability density functions. For selected values of the parameters, run the simulation 1000 times
and compare the empirical density function to the probability density function.

Suppose that T' = (T}, T4, . . .) is a sequence of independent random variables, each with the exponential distribution with scale parameter
b€ (0,00). Suppose also that N has the logarithmic distribution with parameter 1 —p € (0,1) and is independent of T'. Then
X =min{Ty,T5, ..., Ty} has the exponential-logarithmic distribution with shape parameter p and scale parameter b.

Proof

Note that V; = T; /b has the standard exponential distribution. Hence by the corresponding result above, Z = min{V, V3, ..., Vi } has the
basic exponential-logarithmic distribution with shape parameter p. Hence X = bZ has the exponential-logarithmic distribution with shape
parameter p and scale parameter b.

The limiting distributions as p | 0 and as p 1 1 also follow easily from the corresponding results for the standard case.

For fixed b € (0, 00), the exponential-logarithmic distribution with shape parameter p € (0, 1) and scale parameter b converges to

1. Point mass at 0 as p |, 0.
2. The exponential distribution with scale parameter b as p 1 1.

Proof

Suppose that X has the exponential-logarithmic distribution with shape parameter p and scale parameter b, so that X = bZ where Z has the
standard exponential-logarithmic distribution with shape parameter p. Using the corresponding result above,

1. The distribution of Z converges to point mass at 0 as p | 0 and hence so does the distribution of X.
2. The distribution of Z converges to the standard exponential distribution as p 1 1 and hence the the distribution of X converges to the
exponential distribution with scale parameter b.

This page titled 5.33: The Exponential-Logarithmic Distribution is shared under a CC BY 2.0 license and was authored, remixed, and/or curated by Kyle
Siegrist (Random Services) via source content that was edited to the style and standards of the LibreTexts platform.
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