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5.20: General Uniform Distributions

This section explores uniform distributions in an abstract setting. If you are a new student of probability, or are not familiar with measure
theory, you may want to skip this section and read the sections on the uniform distribution on an interval and the discrete uniform distributions.

Basic Theory
Definition
Suppose that (S, .#, A) is a measure space. That is, S is a set, . a g-algebra of subsets of S, and A a positive measure on .%. Suppose also

that 0 < A(S) < 00, so that A is a finite, positive measure.

Random variable X with values in S has the uniform distribution on S (with respect to A) if

P(XGA)_%, Ac s (5.20.1)

Thus, the probability assigned to a set A € . depends only on the size of A (as measured by A).

The most common special cases are as follows:

1. Discrete: The set S is finite and non-empty, . is the o-algebra of all subsets of S, and A = # (counting measure).
2. Euclidean: For n € N , let %,, denote the o-algebra of Borel measureable subsets of R™ and let \,, denote Lebesgue measure on
(R™, %,,). In this setting, S € %, with0 < A\, (S) <00, ={A € %, : AC S}, and the measure is A, restricted to (S, .%).

In the Euclidean case, recall that )\; is length measure on R, Ay is area measure on R?, \; is volume measure on R®, and in general ), is
sometimes referred to as n-dimensional volume. Thus, S € £, is a set with positive, finite volume.
Properties
Suppose (S, ., A) is a finite, positive measure space, as above, and that X is uniformly distributed on S.
The probability density function f of X (with respect to \) is
1
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Proof
This follows directly from the definition of probability density function:

1 _24)
/AA(S) DE)=3G AT (5.20.3)

Thus, the defining property of the uniform distribution on a set is constant density on that set. Another basic property is that uniform
distributions are preserved under conditioning.

Suppose that R € . with A(R) > 0. The conditional distribution of X given X € R is uniform on R.
Proof

ForAc . withACR,

P(XecA)  AMA/AS) M4
P(Xe€R) AW®R)/AS) XR)

P(X€A|XeR)= (5.20.4)

In the setting of previous result, suppose that X = (X3, Xs,...) is a sequence of independent variables, each uniformly distributed on S. Let
N =min{n € N; : X,, € R} . Then N has the geometric distribution on N with success parameter p = P(X € R) . More importantly, the
distribution of X is the same as the conditional distribution of X given X € R, and hence is uniform on R. This is the basis of the rejection
method of simulation. If we can simulate a uniform distribution on S, then we can simulate a uniform distribution on R.

If h is a real-valued function on S, then E[h(X)] is the average value of h on S, as measured by A:

If h: S — R is integrable with respect to A Then
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E[h(X)] = ﬁ /S h(z) d\(z) (5.20.5)

Proof

This result follows from the change of variables theorem for expected value, since

E[h(X)] = [5 h(z)f(z) dA(z) = ﬁ /S h(z) dA(z) (5.20.6)

The entropy of the uniform distribution on S depends only on the size of .S, as measured by A:

The entropy of X is H(X) =1n[A(S5)].

Proof

H(X)=IE{71n[f(X)]}:/Sfln<)\(15))ﬁ:71n< 15 ):m[x(sg (5.20.7)

Product Spaces

Suppose now that (S, %, A) and (T', 7, i) are finite, positive measure spaces, so that 0 < A(S) < oo and 0 < pu(T') < oo . Recall the product
space (Sx T, ®7,AQ®pu) . The product o-algebra ¥ ®  is the g-algebra of subsets of S x T generated by product sets A x B where
Ae and Be J. The product measure AQ®u is the unique positive measure on (SxT,®J) that satisfies
A@u)(AxB)=A(A)u(B) forAe S andBe 7.

(X,Y) is uniformly distributed on S x 7' if and only if X is uniformly distributed on S, Y is uniformly distributed on 7', and X and Y’
are independent.

Proof

Suppose first that (X, Y") is uniformly distributed on S xT'. If A € . and B € J then

Au)(AxB A(A)u(B A(A) u(B
P(X €AY cB)=P(X,¥)c Ax B = QCBWAXB)  NAuB) A4 pB) (5.20.8)
A®p)(SxT)  ASuT)  AS) u(T)
Taking B =T in the displayed equation gives P(X € A) = A(A)/A(S) for A € ., so X is uniformly distributed on S. Taking A = S
in the displayed equation gives P(Y € B) = u(B)/u(T) for B€ Z, so Y is uniformly distributed on 7. Returning to the displayed
equation generally gives P(X € A,Y € B)=P(X € A)P(Y € B) forA€.¥ and B€ Z,s0 X and Y are independent.

Conversely, suppose that X is uniformly distributed on S, Y is uniformly distributed on 7', and X and Y are independent. Then for
Ae ¥ andBe T,

AA) w(B) _AAuB) (A op)(AxB)
AS) wT)  ASWT)  (Aou)(SxT)

It then follows (see the section on existence and uniqueness of measures) that P[(X,Y) € C] = (A p)(C)/(A®@u)(SxT) for every
Ces®7,s0(X,Y) is uniformly distributed on S x T".

P[(X,Y)€ AxB|=P(X€ A, Y € B)=P(X c A)P(Y € B) = (5.20.9)

This page titled 5.20: General Uniform Distributions is shared under a CC BY 2.0 license and was authored, remixed, and/or curated by Kyle Siegrist (Random
Services) via source content that was edited to the style and standards of the LibreTexts platform.

https://stats.libretexts.org/@go/page/10360



https://libretexts.org/
https://creativecommons.org/licenses/by/2.0/
https://stats.libretexts.org/@go/page/10360?pdf
https://stats.libretexts.org/Bookshelves/Probability_Theory/Probability_Mathematical_Statistics_and_Stochastic_Processes_(Siegrist)/05%3A_Special_Distributions/5.20%3A_General_Uniform_Distributions
https://creativecommons.org/licenses/by/2.0
https://www.uah.edu/science/departments/math/faculty-staff/kyle-siegrist
http://www.randomservices.org/random/
http://www.randomservices.org/random

