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5.7: Multiple Logistic Regression

Learning Objectives

o To use multiple logistic regression when you have one nominal variable and two or more measurement variables, and you
want to know how the measurement variables affect the nominal variable. You can use it to predict probabilities of the
dependent nominal variable, or if you're careful, you can use it for suggestions about which independent variables have a
major effect on the dependent variable.

When to use it

Use multiple logistic regression when you have one nominal and two or more measurement variables. The nominal variable is the
dependent (Y") variable; you are studying the effect that the independent (X) variables have on the probability of obtaining a
particular value of the dependent variable. For example, you might want to know the effect that blood pressure, age, and weight
have on the probability that a person will have a heart attack in the next year.

Heart attack vs. no heart attack is a binomial nominal variable; it only has two values. You can perform multinomial multiple
logistic regression, where the nominal variable has more than two values, but I'm going to limit myself to binary multiple logistic
regression, which is far more common.

The measurement variables are the independent (X) variables; you think they may have an effect on the dependent variable. While
the examples I'll use here only have measurement variables as the independent variables, it is possible to use nominal variables as
independent variables in a multiple logistic regression; see the explanation on the multiple linear regression page.

Epidemiologists use multiple logistic regression a lot, because they are concerned with dependent variables such as alive vs. dead
or diseased vs. healthy, and they are studying people and can't do well-controlled experiments, so they have a lot of independent
variables. If you are an epidemiologist, you're going to have to learn a lot more about multiple logistic regression than I can teach
you here. If you're not an epidemiologist, you might occasionally need to understand the results of someone else's multiple logistic
regression, and hopefully this handbook can help you with that. If you need to do multiple logistic regression for your own
research, you should learn more than is on this page.

The goal of a multiple logistic regression is to find an equation that best predicts the probability of a value of the Y variable as a
function of the X variables. You can then measure the independent variables on a new individual and estimate the probability of it
having a particular value of the dependent variable. You can also use multiple logistic regression to understand the functional
relationship between the independent variables and the dependent variable, to try to understand what might cause the probability of
the dependent variable to change. However, you need to be very careful. Please read the multiple regression page for an
introduction to the issues involved and the potential problems with trying to infer causes; almost all of the caveats there apply to
multiple logistic regression, as well.

As an example of multiple logistic regression, in the 1800s, many people tried to bring their favorite bird species to New Zealand,
release them, and hope that they become established in nature. (We now realize that this is very bad for the native species, so if you
were thinking about trying this, please don't.) Veltman et al. (1996) wanted to know what determined the success or failure of these
introduced species. They determined the presence or absence of 79 species of birds in New Zealand that had been artificially
introduced (the dependent variable) and 14 independent variables, including number of releases, number of individuals released,
migration (scored as 1 for sedentary, 2 for mixed, 3 for migratory), body length, etc. Multiple logistic regression suggested that
number of releases, number of individuals released, and migration had the biggest influence on the probability of a species being
successfully introduced to New Zealand, and the logistic regression equation could be used to predict the probability of success of a
new introduction. While hopefully no one will deliberately introduce more exotic bird species to new territories, this logistic
regression could help understand what will determine the success of accidental introductions or the introduction of endangered
species to areas of their native range where they had been eliminated.

Null hypothesis

The main null hypothesis of a multiple logistic regression is that there is no relationship between the X variables and the Y
variable; in other words, the Y values you predict from your multiple logistic regression equation are no closer to the actual Y
values than you would expect by chance. As you are doing a multiple logistic regression, you'll also test a null hypothesis for each
X variable, that adding that X variable to the multiple logistic regression does not improve the fit of the equation any more than

https://stats.libretexts.org/@go/page/1769



https://libretexts.org/
https://stats.libretexts.org/@go/page/1769?pdf
https://stats.libretexts.org/Bookshelves/Applied_Statistics/Biological_Statistics_(McDonald)/05%3A_Tests_for_Multiple_Measurement_Variables/5.07%3A_Multiple_Logistic_Regression

LibreTextsw

expected by chance. While you will get P values for these null hypotheses, you should use them as a guide to building a multiple
logistic regression equation; you should not use the P values as a test of biological null hypotheses about whether a particular X
variable causes variation in Y.

How it works

Multiple logistic regression finds the equation that best predicts the value of the Y variable for the values of the X variables. The
Y variable is the probability of obtaining a particular value of the nominal variable. For the bird example, the values of the nominal
variable are "species present" and "species absent." The Y variable used in logistic regression would then be the probability of an
introduced species being present in New Zealand. This probability could take values from 0 to 1. The limited range of this
probability would present problems if used directly in a regression, so the odds, Y'/(1 —Y"), is used instead. (If the probability of a
successful introduction is 0.25, the odds of having that species are 0.25/(1 —0.25) =1/3. In gambling terms, this would be
expressed as "3 to 1 odds against having that species in New Zealand.") Taking the natural log of the odds makes the variable more
suitable for a regression, so the result of a multiple logistic regression is an equation that looks like this:

Y
1n|:1 Y:| =a+b; X1 +by X5 +b3X3+... (5.7.1)

You find the slopes (b1, bs, etc.) and intercept (a) of the best-fitting equation in a multiple logistic regression using the maximum-
likelihood method, rather than the least-squares method used for multiple linear regression. Maximum likelihood is a computer-
intensive technique; the basic idea is that it finds the values of the parameters under which you would be most likely to get the
observed results.

You might want to have a measure of how well the equation fits the data, similar to the R? of multiple linear regression. However,
statisticians do not agree on the best measure of fit for multiple logistic regression. Some use deviance, D, for which smaller
numbers represent better fit, and some use one of several pseudo-R? values, for which larger numbers represent better fit.

Using nominal variables in a multiple logistic regression

You can use nominal variables as independent variables in multiple logistic regression; for example, Veltman et al. (1996) included
upland use (frequent vs. infrequent) as one of their independent variables in their study of birds introduced to New Zealand. See the
discussion on the multiple linear regression page about how to do this.

Selecting variables in multiple logistic regression

Whether the purpose of a multiple logistic regression is prediction or understanding functional relationships, you'll usually want to
decide which variables are important and which are unimportant. In the bird example, if your purpose was prediction it would be
useful to know that your prediction would be almost as good if you measured only three variables and didn't have to measure more
difficult variables such as range and weight. If your purpose was understanding possible causes, knowing that certain variables did
not explain much of the variation in introduction success could suggest that they are probably not important causes of the variation
in success.

The procedures for choosing variables are basically the same as for multiple linear regression: you can use an objective method
(forward selection, backward elimination, or stepwise), or you can use a careful examination of the data and understanding of the
biology to subjectively choose the best variables. The main difference is that instead of using the change of R? to measure the
difference in fit between an equation with or without a particular variable, you use the change in likelihood. Otherwise, everything
about choosing variables for multiple linear regression applies to multiple logistic regression as well, including the warnings about
how easy it is to get misleading results.

Assumptions

Multiple logistic regression assumes that the observations are independent. For example, if you were studying the presence or
absence of an infectious disease and had subjects who were in close contact, the observations might not be independent; if one
person had the disease, people near them (who might be similar in occupation, socioeconomic status, age, etc.) would be likely to
have the disease. Careful sampling design can take care of this.

Multiple logistic regression also assumes that the natural log of the odds ratio and the measurement variables have a linear
relationship. It can be hard to see whether this assumption is violated, but if you have biological or statistical reasons to expect a
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non-linear relationship between one of the measurement variables and the log of the odds ratio, you may want to try data
transformations.

Multiple logistic regression does not assume that the measurement variables are normally distributed.

Example

Some obese people get gastric bypass surgery to lose weight, and some of them die as a result of the surgery. Benotti et al.
(2014) wanted to know whether they could predict who was at a higher risk of dying from one particular kind of surgery,
Roux-en-Y gastric bypass surgery. They obtained records on 81, 751 patients who had had Roux-en-Y surgery, of which 123
died within 30 days. They did multiple logistic regression, with alive vs. dead after 30 days as the dependent variable, and 6
demographic variables (gender, age, race, body mass index, insurance type, and employment status) and 30 health variables
(blood pressure, diabetes, tobacco use, etc.) as the independent variables. Manually choosing the variables to add to their
logistic model, they identified six that contribute to risk of dying from Roux-en-Y surgery: body mass index, age, gender,
pulmonary hypertension, congestive heart failure, and liver disease.

Benotti et al. (2014) did not provide their multiple logistic equation, perhaps because they thought it would be too confusing
for surgeons to understand. Instead, they developed a simplified version (one point for every decade over 40, 1 point for every
10 BMI units over 40, 1 point for male, 1 point for congestive heart failure, 1 point for liver disease, and 2 points for
pulmonary hypertension). Using this RYGB Risk Score they could predict that a 43-year-old woman with a BMI of 46 and no
heart, lung or liver problems would have an 0.03% chance of dying within 30 days, while a 62-year-old man with a BMI of 52
and pulmonary hypertension would have a 1.4% chance.

Graphing the results

Graphs aren't very useful for showing the results of multiple logistic regression; instead, people usually just show a table of the
independent variables, with their P values and perhaps the regression coefficients.

Similar tests

If the dependent variable is a measurement variable, you should do multiple linear regression.

There are numerous other techniques you can use when you have one nominal and three or more measurement variables, but I don't
know enough about them to list them, much less explain them.

How to do multiple logistic regression

Spreadsheet

I haven't written a spreadsheet to do multiple logistic regression.

Web page
There's a very nice web page for multiple logistic regression. It will not do automatic selection of variables; if you want to
construct a logistic model with fewer independent variables, you'll have to pick the variables yourself.

R

Salvatore Mangiafico's R Companion has a sample R program for multiple logistic regression.

SAS

You use PROC LOGISTIC to do multiple logistic regression in SAS. Here is an example using the data on bird introductions to
New Zealand.

DATA birds;

INPUT species $ status $ length mass range migr insect diet clutch
broods wood upland water release indiv;

DATALINES;

Cyg_olor 1152096001.21112261001629
Cyg_atra1125050000.561 01610011085
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Cer_nova 187033600.071014100138
Ans_caer 07202517 1.131223.810011 10
Ans_anse 082031703.4530159100127
Bra_cana177043902.962015.91001 1060
Bra_sand 050 19300.011014200012
Alo_aegy 068020402.711.285100118
Ana_plat 1570 10209.0126212.61001 17 1539
Ana_acut05809107.93628.310013102
Ana_pene 04805904.333018.71001532
Aix_spon 04705391.04312213.52101510
Ayt_feri 04509402.1731229.5100139

Ayt fuli04356844.81312210.1100125
Ore_pict 02752300.311319.511109 398
Lop_cali 1256 162 0.2413114.22000 15 1420
Col_virg 12301700.7713113.71000 17 1156
Ale_grae 13305012.2313115.51010 15362
Ale_rufa03304390.2213211.22000220
Per_perd 03003862.4131146101024676
Cot_pect 0182950.333.27.510003.
Cot_aust 1180950.692122111001 11 601
Lop_nyct 0800 11500.2811225111046
Pha_colc17108501.25112211.81100 27 244
Syr_reev(07509490.2112295111029
Tet_tetr 04709004.17131791110213

Lag lago03905177.2910175111024
Ped_phas 04408151.8313112311001 22
Tym_cupi 04357700.26 141121000357
Van_vane 0 300226 3.9321233810008 124
Plu_squa 02853181.6731234100123
Pte_alch03502251.2120125200018
Pha_chal 03203500.6112222100842
Ocy_loph 03302050.76 10127101423
Leu_mela0372.0.071122211006 34
Ath_noct 12201764.8411233.61100 7221
Tyt_alba 03402988.92035.7210017
Dac_nova14603820.34112321100721
Lul_arbo 015032.11.782423.9210015
Ala_arve 118538.95.1921223.73000 11 391
Pru_modu 1 14520.51.9521223.42100 14 245
Eri_rebe 0140 15.82.31212252100 11 123
Lus_mega 0161 19.41.8831224.7210047
Tur_meru 1 25582.63.321223.83100 16 596
Tur_phil 123067.34.8421224.72100 12 343
Syl_comm 0 140 12.83.3931224.6210012
Syl_atri 0142 17.52.432524.6110015
Man_mela0180.0.0411231.9510012
Man_mela 0265590.25112226.1001 80
Gra_cyan 02751280.831123321011.
Gym_tibi 14003800.82112341100 15448
Cor_mone 03352033.4212245110023
Cor_frug 14004253.7311223.61100 10 182
Stu_vulg 1222 79.83.332624.82100 14653
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Acr_tris 1230111.30.5611223.71100588
Pas_dome 114928.86.51623.9310012416
Pas_mont0133226.81624.731003 14
Aeg temp 0120.0.171624.731003 14
Emb_gutt 0120190.15141530004 112
Poe_gutt 0100 12.40.751414.730001 12
Lon_punc 011013.51.061015300018
Lon_cast0100.0.131415.001445
Pad_oryz0160.0.091015.00026

Fri_coel 1160 23.52.6121224.9210017 449
Fri_mont 0 146 21.43.0931026.1007 121
Car_chlo1147292.092724.821006 65
Car_spin 0117 122.09331421003 54
Car_card 1120 15.52.852414.43100 14 626
Aca_flam111511.55.5426152100 10 607
Aca_flavi0133171.6720153010361
Aca_cann 0136 18.52.522614.72100 12 209
Pyr_pyrr 0142 23.53.57141431002.
Emb_citr 1 160 28.24.112823.33100 14 656
Emb_hort 016321.62.7531225100016
Emb_cirl 1 16023.60.6211223.52100329
Emb_scho 0150 20.75.4211225.1200129
Pir_rubr0170310.5531224.10012
Age_phoe 021036.922823.7100112
Stu_negl 0 225106.51.221224.8200012

PROC LOGISTIC DATA=birds DESCENDING;

MODEL status=length mass range migr insect diet clutch broods wood upland
water release indiv / SELECTION=STEPWISE SLENTRY=0.15 SLSTAY=0.15;
RUN;

In the MODEL statement, the dependent variable is to the left of the equals sign, and all the independent variables are to the
right. SELECTION determines which variable selection method is used; choices includle FORWARD, BACKWARD,
STEPWISE, and several others. You can omit the SELECTION parameter if you want to see the logistic regression model that
includes all the independent variables. SLENTRY is the significance level for entering a variable into the model, if you're using
FORWARD or STEPWISE selection; in this example, a variable must have a P value less than 0.15 to be entered into the
regression model. SLSTAY is the significance level for removing a variable in BACKWARD or STEPWISE selection; in this
example, a variable with a P value greater than 0.15 will be removed from the model.

Summary of Stepwise Selection

Effect Number Score Wald
Step Entered Removed DF In Chi-Square Chi-Square Pr > ChiSq

1 release 1 1 28.4339 <.0001
2 upland 1 2 5.6871 0.0171
3 migr 1 3 5.3284 0.0210

The summary shows that "release" was added to the model first, yielding a P value less than 0.0001 Next, "upland" was
added, with a P value of 0.0171 Next, "migr" was added, with a P value of 0.0210 SLSTAY was set to 0.15, not 0.05,
because you might want to include a variable in a predictive model even if it's not quite significant. However, none of the other
variables have a P value less than 0.15, and removing any of the variables caused a decrease in fit big enough that P was less
than 0.15, so the stepwise process is done.
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Analysis of Maximum Likelihood Estimates

Standard Wald
Parameter DF Estimate Error Chi-Square Pr > ChiSq

Intercept 1 -0.4653 1.1226 0.1718 0.6785
migr 1-1.6057 0.7982 4.0464 0.0443
upland 1 -6.2721 2.5739 5.9380 0.0148
release 1 0.4247 0.1040 16.6807 <.0001

The "parameter estimates" are the partial regression coefficients; they show that the model is:

111[ 1 YY ] = —0.4653 — 1.6057(migration) — 6.2721(upland) + 0.4247(release) (5.7.2)

Power analysis

You need to have several times as many observations as you have independent variables, otherwise you can get "overfitting"—it
could look like every independent variable is important, even if they're not. A frequently seen rule of thumb is that you should have
at least 10 to 20 times as many observations as you have independent variables. I don't know how to do a more detailed power
analysis for multiple logistic regression.
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