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6.5: Bernoulli Distribution

We will now explore specific random variables that are frequently used in practice. These random variables will be generalized by
parameters. We will start with the simplest of all random variables, the Bernoulli Distribution, also known as the indicator variable.
This random variable, X, is designed for a yes/no or success/failure question. If the answer is Yes/Success, then X = 1. If the
answer is No/Failure, then X = 0. The probability of success is p, and the probability of failure is ¢ = 1-p.
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Example: Free throw shooting

Draymond Green®6, an NBA basketball player for the Golden State Warriors, is a 70% free throw shooter. This means when he
shoots a free throw, there is a 70% probability that he will make the shot. The random variable X = the number of successes
when Draymond Green takes a free throw follows a Bernoulli Distribution with p =0.7 (success) and g = 0.3 (failure).
Determine the pdf, mean and variance of the random variable.

z P(z) z- P(z) z—p (& — p)* (z— p)? - P(x)

0 0.30 0.00 -0.70 0.49 0.147

1 0.70 0.70 0.30 0.09 0.063

Total 1 0.7=pn 0.21 = o2
Solution

The mean and variance can be calculated directly for the Bernoulli Random Variable.

G P(z) z- P(x) 5= (z—p)? (z—p)?- P(z)

0 Ip 0 -p P (1-p)p’

1 p P 1-p (1-p)? P(1-p)®

Total 1 p=p o’ =p(1—p) =pq

For the Draymond Green example, p=p=0.7 and o2 =pg=(0.7)(0.3) = .21, which matches the answer when
calculated manually

https://stats.libretexts.org/@go/page/20891



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/20891?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Inferential_Statistics_and_Probability_-_A_Holistic_Approach_(Geraghty)/06%3A_Discrete_Random_Variables/6.05%3A_Bernoulli_Distribution

LibreTextsw

Bernoulli Probability Distribution (parameter = p)

One trial, two possible outcomes (Success/Failure) or (Yes/No)
P = P(yes/success)

q =1 —p = P (no/failure)

X = Number of Yes/Successes {0, 1}

p=p

o? =p(1-p)=pq
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