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5.3: Introduction to the z table

To introduce the table of critical z-scores, we'll first refresh and add to what you learned last chapter about distributions

Probability Distributions and Normal Distributions

Recall that the normal distribution has an area under its curve that is equal to 1 and that it can be split into sections by drawing a
line through it that corresponds to standard deviations from the mean. These lines marked specific z-scores. These sections between
the marked lines have specific probabilities of scores falling in these areas under the normal curve.

First, let’s look back at the area between z = -1.00 and z = 1.00 presented in Figure 5.3.1. We were told earlier that this region
contains 68% of the area under the curve. Thus, if we randomly chose a z-score from all possible z-scores, there is a 68% chance
that it will be between z = —1.00 and z = 1.00 (within one standard deviation below and one standard deviation above the mean)
because those are the z-scores that satisfy our criteria.

Figure 5.3.1: There is a 68% chance of selection a z-score from the blue-shaded region (CC-BY-NC-SA Foster et al. from An
Introduction to Psychological Statistics)
Take a look at the normal distribution in Figure 5.3.2 which has a line drawn through it as z = 1.25. This line creates two sections
of the distribution: the smaller section called the tail and the larger section called the body. Differentiating between the body and
the tail does not depend on which side of the distribution the line is drawn. All that matters is the relative size of the pieces: bigger
is always body.

Figure 5.3.2: Body and tail of the normal distribution (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)
We can then find the proportion of the area in the body and tail based on where the line was drawn (i.e. at what z-score).
Mathematically this is done using calculus, but we don't need to know how to do all that! The exact proportions for are given you
to you in the Standard Normal Distribution Table, also known at the z-table. Using the values in this table, we can find the area
under the normal curve in any body, tail, or combination of tails no matter which z-scores are used to define them.

Let’s look at an example: let’s find the area in the tails of the distribution for values less than z = -1.96 (farther negative and
therefore more extreme) and greater than z = 1.96 (farther positive and therefore more extreme). Dr. Foster didn't just pick this z-
score out of nowhere, but we'll get to that later. Let’s find the area corresponding to the region illustrated in Figure 5.3.3, which
corresponds to the area more extreme than z =-1.96 and z = 1.96.
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Figure 5.3.3: Area in the tails beyond z = -1.96 and z = 1.96 (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)
If we go to the z-table shown in the Critical Values of z Table page (which can also be found from the Common Critical Value
Tables at the end of this book in the Back Matter with the glossary and index), we will see one column header that has a z,
bidirectional arrows, and then p. This means that, for the entire table (all 14ish columns), there are really two columns (or sub-
columns. The numbers on the left (starting with -3.00 and ending with 3.00) are z-scores. The numbers on the right (starting with
.00135 and ending with .99865) are probabilities (p-values). So, if you multiply the p-values by 100, you get a percentage.

Let’s start with the tail for z = 1.96. What p-value corresponds to 1.96 from the z-table in Table 5.3.1?

v/ Example 5.3.1

What p-value corresponds to 1.96 from the z-table in Table 5.3.1?
Solution

Forz =1.96, p =.97500

If we multiply that by 100, that means that 97.50% of the scores in this distribution will be below this score. Look at Figure 5.3.3
again. This is saying that 97.5 % of scores are outside of the shaded area on the right. That means that 2.5% of scores in a normal
distribution will be higher than this score (100% - 97.50% = 2.50%). In other words, the probability of a raw score being higher
than a z-score is p=.025.

If do the same thing with |(z = -1.96]), we find that the p-value for z = —1.96 is .025. That means that 2.5% of raw scores should
be below a z-score of —1.96; according to Figure 5.3.3, that is the shaded area on the left side. What did we just learn? That the
shaded areas for the same z-score (negative or positive) are the same p-value, the same probability. We can also find the total
probabilities of a score being in the two shaded regions by simply adding the areas together to get 0.0500. Thus, there is a 5%
chance of randomly getting a value more extreme than z= —1.96 or z=1.96 (this particular value and region will become
incredibly important later). And, because we know that z-scores are really just standard deviations, this means that it is very
unlikely (probability of 5%) to get a score that is almost two standard deviations away from the mean (—1.96 below the mean or
1.96 above the mean).
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