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10.2: Dependent Sample t-test Calculations

Hypotheses
When we work with difference scores, our research questions have to do with change. Did scores improve? Did symptoms get
better? Did prevalence go up or down? Our hypotheses will reflect this. As with our other hypotheses, we express the hypothesis
for paired samples t-tests in both words and mathematical notation. The exact wording of the written-out version should be
changed to match whatever research question we are addressing (e.g. “ There mean at Time 1 will be lower than the mean at Time
2 after training.”).
Research Hypothesis
Our research hypotheses will follow the same format that they did before:
¢ Research Hypothesis: The average score increases, such that Time 1 will have a lower mean than Time 2.

o Symbols: X711 < X9
or
¢ Research Hypothesis: The average score decreases, such that Time 1 will have a higher mean than Time 2.

o Symbols: XTl > XTQ

When might you want scores to decrease? There are plenty of examples! Off the top of my head, I can imagine that a weight loss

program would want lower scores after the program than before. Or a therapist might want their clients to score lower on a measure
of depression (being less depressed) after the treatment. Or a police chief might want fewer citizen complaints after initiating a
community advisory board than before the board. For mindset, we would want scores to be higher after the treament (more growth,
less fixed).

What Before/After test (pretest/post-test) can you think of for your future career? Would you expect scores to be higher or
lower after the intervention?

As before, you choice of which research hypothesis to use should be specified before you collect data based on your research
question and any evidence you might have that would indicate a specific directional change. However, since we are just beginning
to learn all of this stuff, Dr. MO might let you peak at the group means before you're asked for a research hypothesis.

Null Hypothesis

Remember that the null hypothesis is the idea that there is nothing interesting, notable, or impactful represented in our dataset. In a
paired samples t-test, that takes the form of ‘no change’. There is no improvement in scores or decrease in symptoms. Thus, our
null hypothesis is:

o Null Hypothesis: The means of Time 1 and Time 2 will be similar; there is no change or difference.
e Symbols: 5(le = XH

The mathematical version of the null hypothesis is always exactly the same when comparing two means: the average score of one
group is equal to the average score of another group.

Critical Values and Decision Criteria

As with before, once we have our hypotheses laid out, we need to find our critical values that will serve as our decision criteria.
This step has not changed at all from the last chapter. Our critical values are based on our level of significance (still usually o =
0.05), the directionality of our test (still usually one-tailed), and the degrees of freedom. With degrees of freedom, we go back to

df = N—1, but the "N" is the number of pairs. If you are doing a Before/After (pretest/post-test) design, the number of people will
be the number of pairs. However, if you have matched pairs (say, 30 pairs of romantic partners), then N is the number of pairs (N =
30), even though the study has 60 people. Because this is a t-test like the last chapter, we will find our critical values on the same -
table using the same process of identifying the correct column based on our significance level and directionality and the correct row
based on our degrees of freedom. After we calculate our test statistic, our decision criteria are the same as well:
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(Critical < |Calculated|) = Reject null = means are different = p < .05

(Critical > |Calculated|) = Retain null = means are similar = p > .05

Test Statistic

Our test statistic for our change scores follows similar format as our prior ¢-tests; we subtract one mean from the other, and divide
by a standard error. Sure, the formulas changes, but the idea stays the same.

Xp  Xp

This formula is mostly symbols of other formulas, so it’s only useful when you are provided mean of the difference (X p) and the
standard deviation of the difference (sp). Below, we'llgo through how to get the numerator and the denominator, then combine
them into the full formula

Numerator (Mean Differences)

Let's start with the numerator (top) which deals with the mean differences (subtracting one mean from another).

It turns out, you already found the mean differences! That's the Differences column in the table. But what we need is an average of
the differences between the mean, so that looks like:

= XD

Xp="
The mean of the difference is calculated in the same way as any other mean: sum each of the individual difference scores and
divide by the sample size. But remember, the sample size is the number of pairs! The D is the difference score for each pair.
Denominator (Standard Error)
The denominator is made of a the standard deviation of the differences and the square root of the sample size. Multiplying these
together gives the standard error for a dependent t-test.
Standard Deviation of the Difference

The standard deviation of the difference is the same formula as the standard deviation for a sample, but using difference scores for
each participant, instead of their raw scores.

S(0-XoP)  [55
D=y N-1 “\ar

And just like in the standard deviation of a sample, the Sum of Squares (the numerator in the equation directly above) is most easily
completed in the table of scores (and differences), using the same table format that we learned in chapter 3.

Standard Error

Once we have our standard deviation, we can find the standard error by multiplying the standard deviation of the differences with
the square root of N (why we do this is beyond the scope of this book, but it's related to the sample size and the paired samples):

SD

(VN)

Full Formula for Dependent t-test

Finally, putting that all together, we can the full formula!

@ 0 g @ 10.2.2 https://stats.libretexts.org/@go/page/22099


https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22099?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/03%3A_Descriptive_Statistics

LibreTextsm
(%)
> ((Xp-Xp)?)
(N-1)

(/VN)

Okay, I know that looks like a lot. And there are lots of parentheses to try to make clear the order of operations. But really, this is
only finding a finding a mean of the difference, then dividing that by the standard deviation of the difference multiplied by the
square-root of the number of pairs. Basically,

1. Calculate the numerator (mean of the difference ( Xp )), and

2. Calculate the standard deviation of the difference (sp), then

3. Multiply the standard deviation of the difference by the square root of the number of pairs, and
4. Divide! Easy-peasy!

Don't worry, we'll walk through a couple of examples so that you can see what this looks like next!

This page titled 10.2: Dependent Sample t-test Calculations is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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