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9.6: Chapter 9 Formulas

Hypothesis Test for 2 Dependent Means
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Hypothesis Test for 2 Independent Means
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Hypothesis Test for 2 Independent Means
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Hypothesis Test for 2 Proportions
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Hypothesis Test for 2 Variances Hypothesis Test for 2 Standard Deviations
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The following flow chart in Figure 9-18 can help you decide which formula to use. Start on the left, ask yourself is the question
about proportions (%), means (averages), standard deviations or variances? Are there 1 or 2 samples? Was the population standard
deviation given? Are the samples dependent or independent? Are you asked to test a claim? If yes then use the test statistic (TS)
formula. Are you asked to find a confidence interval? If yes then use the confidence interval (CI) formula. In each box is the null
hypothesis and the corresponding TT calculator shortcut key.
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Download a .pdf version of the flowchart at: http://MostlyHarmlessStatistics.com.

The same steps are used in hypothesis testing for a one sample test. Use technology to find the p-value or critical value. A clue with
many of these questions of whether the samples are dependent is the term “paired” is used, or the same person was being measured
before and after some applied experiment or treatment. The p-value will always be a positive number between 0 and 1.

The same three methods to hypothesis testing, critical value method, p-value method and the confidence interval method are

also used in this section. The p-value method is used more often than the other methods. The rejection rule for the three methods
are:

o P-value method: reject Hyp when the p-value < «.
o Ciritical value method: reject Hy when the test statistic is in the critical tail(s).

o Confidence Interval method, reject Hy when the hypothesized value (0) found in Hy is outside the bounds of the
confidence interval.

The most important step in any method you use is setting up your null and alternative hypotheses.
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