
Statistics Done Wrong



This text is disseminated via the Open Education Resource (OER) LibreTexts Project (https://LibreTexts.org) and like the hundreds
of other texts available within this powerful platform, it is freely available for reading, printing and "consuming." Most, but not all,
pages in the library have licenses that may allow individuals to make changes, save, and print this book. Carefully
consult the applicable license(s) before pursuing such effects.

Instructors can adopt existing LibreTexts texts or Remix them to quickly build course-specific resources to meet the needs of their
students. Unlike traditional textbooks, LibreTexts’ web based origins allow powerful integration of advanced features and new
technologies to support learning. 

The LibreTexts mission is to unite students, faculty and scholars in a cooperative effort to develop an easy-to-use online platform
for the construction, customization, and dissemination of OER content to reduce the burdens of unreasonable textbook costs to our
students and society. The LibreTexts project is a multi-institutional collaborative venture to develop the next generation of open-
access texts to improve postsecondary education at all levels of higher learning by developing an Open Access Resource
environment. The project currently consists of 14 independently operating and interconnected libraries that are constantly being
optimized by students, faculty, and outside experts to supplant conventional paper-based books. These free textbook alternatives are
organized within a central environment that is both vertically (from advance to basic level) and horizontally (across different fields)
integrated.

The LibreTexts libraries are Powered by NICE CXOne and are supported by the Department of Education Open Textbook Pilot
Project, the UC Davis Office of the Provost, the UC Davis Library, the California State University Affordable Learning Solutions
Program, and Merlot. This material is based upon work supported by the National Science Foundation under Grant No. 1246120,
1525057, and 1413739.

Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not
necessarily reflect the views of the National Science Foundation nor the US Department of Education.

Have questions or comments? For information about adoptions or adaptions contact info@LibreTexts.org. More information on our
activities can be found via Facebook (https://facebook.com/Libretexts), Twitter (https://twitter.com/libretexts), or our blog
(http://Blog.Libretexts.org).

This text was compiled on 03/18/2025

https://libretexts.org/
https://www.nice.com/products
mailto:info@LibreTexts.org
https://facebook.com/Libretexts
https://twitter.com/libretexts
http://blog.libretexts.org/


1 https://stats.libretexts.org/@go/page/27616

TABLE OF CONTENTS

Acknowledgements

Licensing

Copyright Note

Introduction

1: An Introduction to Data Analysis
1.1: Data Analysis
1.2: The Power of p Values

2: Statistical Power and Underpowered Statistics
2.1: Statistical Power
2.2: The Power of Being Underpowered
2.3: The Wrong Turn on Red

3: Pseudoreplication- Choose Your Data Wisely

4: The p Value and the Base Rate Fallacy
4.1: Prelude to p Values
4.2: The Base Rate Fallacy in Medical Testing
4.3: Taking up Arms Against the Base Rate Fallacy
4.4: If at First You Don't Succeed, Try, Try Again
4.5: Red Herrings in Brain Imaging
4.6: Controlling the False Discovery Rate

5: When Differences in Significance Aren't Significant Differences
5.1: Differences in Significance
5.2: When Significant Differences are Missed

6: Stopping Rules and Regression to the Mean
6.1: Rules of the Game
6.2: Truth Inflation
6.3: Little Extremes

7: Researcher Freedom- Good Vibrations?

8: Everybody Makes Mistakes

9: Hiding the Data
9.1: Handling Data
9.2: Just Leave out the Details
9.3: Science in a Filing Cabinet

https://libretexts.org/
https://stats.libretexts.org/@go/page/27616?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00:_Front_Matter/04:_Acknowledgements
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00:_Front_Matter/04:_Licensing
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00:_Front_Matter/05:_Copyright_Note
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00:_Front_Matter/06:_Introduction
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/01:_An_Introduction_to_Data_Analysis
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/01:_An_Introduction_to_Data_Analysis/1.01:_Data_Analysis
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/01:_An_Introduction_to_Data_Analysis/1.02:_The_Power_of_p_Values
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/02:_Statistical_Power_and_Underpowered_Statistics
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/02:_Statistical_Power_and_Underpowered_Statistics/2.01:_Statistical_Power
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/02:_Statistical_Power_and_Underpowered_Statistics/2.02:_The_Power_of_Being_Underpowered
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/02:_Statistical_Power_and_Underpowered_Statistics/2.03:_The_Wrong_Turn_on_Red
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/03:_Pseudoreplication-_Choose_Your_Data_Wisely
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.01:_Prelude_to_p_Values
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.02:_The_Base_Rate_Fallacy_in_Medical_Testing
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.03:_Taking_up_Arms_Against_the_Base_Rate_Fallacy
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.04:_If_at_First_You_Don't_Succeed_Try_Try_Again
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.05:_Red_Herrings_in_Brain_Imaging
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04:_The_p_Value_and_the_Base_Rate_Fallacy/4.06:_Controlling_the_False_Discovery_Rate
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/05:_When_Differences_in_Significance_Aren't_Significant_Differences
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/05:_When_Differences_in_Significance_Aren't_Significant_Differences/5.01:_Differences_in_Significance
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/05:_When_Differences_in_Significance_Aren't_Significant_Differences/5.02:_When_Significant_Differences_are_Missed
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/06:_Stopping_Rules_and_Regression_to_the_Mean
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/06:_Stopping_Rules_and_Regression_to_the_Mean/6.01:_Rules_of_the_Game
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/06:_Stopping_Rules_and_Regression_to_the_Mean/6.02:_Truth_Inflation
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/06:_Stopping_Rules_and_Regression_to_the_Mean/6.03:_Little_Extremes
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/07:_Researcher_Freedom-_Good_Vibrations
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/08:_Everybody_Makes_Mistakes
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09:_Hiding_the_Data
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09:_Hiding_the_Data/9.01:_Handling_Data
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09:_Hiding_the_Data/9.02:_Just_Leave_out_the_Details
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09:_Hiding_the_Data/9.03:_Science_in_a_Filing_Cabinet


2 https://stats.libretexts.org/@go/page/27616

10: What Have We Wrought?

11: What Can be Done?
11.1: Statistical Education
11.2: Scientific Publishing
11.3: Your Job

12: Conclusion

Index

Glossary

Bibliography

Detailed Licensing

https://libretexts.org/
https://stats.libretexts.org/@go/page/27616?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/10:_What_Have_We_Wrought
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/11:_What_Can_be_Done
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/11:_What_Can_be_Done/11.01:_Statistical_Education
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/11:_What_Can_be_Done/11.02:_Scientific_Publishing
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/11:_What_Can_be_Done/11.03:_Your_Job
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/12:_Conclusion
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz:_Back_Matter/10:_Index
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz:_Back_Matter/20:_Glossary
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz:_Back_Matter/21:_Bibliography
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz:_Back_Matter/30:_Detailed_Licensing


1 https://stats.libretexts.org/@go/page/27619

Acknowledgements
Thanks to Dr. James Scott, whose statistics course gave me the background necessary to write this; to Matthew Watson and
CharonY, who gave invaluable feedback and suggestions as I wrote my drafts; to my parents, who gave suggestions and feedback;
to Dr. Brent Iverson, whose seminar first motivated me to learn about statistical abuse; and to all the scientists and statisticians who
have broken the rules and given me a reason to write.

Any errors in explanations are my own.

https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/27619?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00%3A_Front_Matter/04%3A_Acknowledgements


1 https://stats.libretexts.org/@go/page/32577

Licensing
A detailed breakdown of this resource's licensing can be found in Back Matter/Detailed Licensing.

https://libretexts.org/
https://stats.libretexts.org/@go/page/32577?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00%3A_Front_Matter/04%3A_Licensing
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz%3A_Back_Matter/30%3A_Detailed_Licensing


1 https://stats.libretexts.org/@go/page/27620

Copyright Note
This work is licensed under a Creative Commons Attribution 3.0 Unported License. You’re free to print it, copy it, translate it,
rewrite it, set it to music, slice it, dice it, or whatever, so long as you attribute the original to me, Alex Reinhart, and provide a link
back to this site. (If you do translate it, please let me know! I’d happily provide a link to your translation.) Hit the link to the license
for more details.

The xkcd cartoon used inside is available under the Creative Commons Attribution-NonCommercial 2.5 License, and may not be
used commercially without permission from the author. More details.

https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/27620?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/00%3A_Front_Matter/05%3A_Copyright_Note
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by-nc/2.5/
http://xkcd.com/license.html


1 https://stats.libretexts.org/@go/page/27599

SECTION OVERVIEW

Introduction

In the final chapter of his famous book How to Lie with Statistics, Darrell Huff tells us that “anything smacking of the medical
profession” or published by scientific laboratories and universities is worthy of our trust – not unconditional trust, but certainly
more trust than we’d afford the media or shifty politicians. After all, Huff filled an entire book with the misleading statistical
trickery used in politics and the media, but few people complain about statistics done by trained professional scientists. Scientists
seek understanding, not ammunition to use against political opponents.

Statistical data analysis is fundamental to science. Open a random page in your favorite medical journal and you’ll be deluged with
statistics:  tests,  values, proportional hazards models, risk ratios, logistic regressions, least-squares fits, and confidence intervals.
Statisticians have provided scientists with tools of enormous power to find order and meaning in the most complex of datasets, and
scientists have embraced them with glee.

They have not, however, embraced statistics education, and many undergraduate programs in the sciences require no statistical
training whatsoever.

Since the 1980s, researchers have described numerous statistical fallacies and misconceptions in the popular peer-reviewed
scientific literature, and have found that many scientific papers – perhaps more than half – fall prey to these errors. Inadequate
statistical power renders many studies incapable of finding what they’re looking for; multiple comparisons and misinterpreted 
values cause numerous false positives; flexible data analysis makes it easy to find a correlation where none exists. The problem
isn’t fraud but poor statistical education – poor enough that some scientists conclude that most published research findings are
probably false.

What follows is a list of the more egregious statistical fallacies regularly committed in the name of science. It assumes no
knowledge of statistical methods, since many scientists receive no formal statistical training. And be warned: once you learn the
fallacies, you will see them everywhere. Don’t be alarmed. This isn’t an excuse to reject all modern science and return to
bloodletting and leeches – it’s a call to improve the science we rely on.
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1.1: Data Analysis
Much of experimental science comes down to measuring changes. Does one medicine work better than another? Do cells with one
version of a gene synthesize more of an enzyme than cells with another version? Does one kind of signal processing algorithm
detect pulsars better than another? Is one catalyst more effective at speeding a chemical reaction than another?

Much of statistics, then, comes down to making judgments about these kinds of differences. We talk about “statistically significant
differences” because statisticians have devised ways of telling if the difference between two measurements is really big enough to
ascribe to anything but chance.

Suppose you’re testing cold medicines. Your new medicine promises to cut the duration of cold symptoms by a day. To prove this,
you find twenty patients with colds and give half of them your new medicine and half a placebo. Then you track the length of their
colds and find out what the average cold length was with and without the medicine.

But all colds aren’t identical. Perhaps the average cold lasts a week, but some last only a few days, and others drag on for two
weeks or more, straining the household Kleenex supply. It’s possible that the group of ten patients receiving genuine medicine will
be the unlucky types to get two-week colds, and so you’ll falsely conclude that the medicine makes things worse. How can you tell
if you’ve proven your medicine works, rather than just proving that some patients are unlucky?

This page titled 1.1: Data Analysis is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex Reinhart via source
content that was edited to the style and standards of the LibreTexts platform.
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1.2: The Power of p Values
Statistics provides the answer. If we know the distribution of typical cold cases – roughly how many patients tend to have short
colds, or long colds, or average colds – we can tell how likely it is for a random sample of cold patients to have cold lengths all
shorter than average, or longer than average, or exactly average. By performing a statistical test, we can answer the question “If my
medication were completely ineffective, what are the chances I’d see data like what I saw?”

That’s a bit tricky, so read it again.

Intuitively, we can see how this might work. If I only test the medication on one person, it’s unsurprising if he has a shorter cold
than average – about half of patients have colds shorter than average. If I test the medication on ten million patients, it’s pretty
damn unlikely that all of them will have shorter colds than average, unless my medication works.

The common statistical tests used by scientists produce a number called the  value that quantifies this. Here’s how it’s defined:

The P value is defined as the probability, under the assumption of no effect or no
difference (the null hypothesis), of obtaining a result equal to or more extreme than what
was actually observed.

So if I give my medication to  patients and find that their colds are a day shorter on average, the  value of this result is the
chance that, if my medication didn’t do anything at all, my  patients would randomly have, on average, day-or-more-shorter
colds. Obviously, the  value depends on the size of the effect – colds shorter by four days are less likely than colds shorter by one
day – and the number of patients I test the medication on.

That’s a tricky concept to wrap your head around. A  value is not a measure of how right you are, or how significant the difference
is; it’s a measure of how surprised you should be if there is no actual difference between the groups, but you got data suggesting
there is. A bigger difference, or one backed up by more data, suggests more surprise and a smaller  value.

It’s not easy to translate that into an answer to the question “is there really a difference?” Most scientists use a simple rule of
thumb: if  is less than , there’s only a % chance of obtaining this data unless the medication really works, so we will call the
difference between medication and placebo “significant.” If  is larger, we’ll call the difference insignificant.

But there are limitations. The  value is a measure of surprise, not a measure of the size of the effect. I can get a tiny  value by
either measuring a huge effect – “this medicine makes people live four times longer” – or by measuring a tiny effect with great
certainty. Statistical significance does not mean your result has any practical significance.

Similarly, statistical insignificance is hard to interpret. I could have a perfectly good medicine, but if I test it on ten people, I’d be
hard-pressed to tell the difference between a real improvement in the patients and plain good luck. Alternately, I might test it on
thousands of people, but the medication only shortens colds by three minutes, and so I’m simply incapable of detecting the
difference. A statistically insignificant difference does not mean there is no difference at all.

There’s no mathematical tool to tell you if your hypothesis is true; you can only see whether it is consistent with the data, and if the
data is sparse or unclear, your conclusions are uncertain.

But we can’t let that stop us.

This page titled 1.2: The Power of p Values is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex Reinhart via
source content that was edited to the style and standards of the LibreTexts platform.
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2.1: Statistical Power
We’ve seen that it’s possible to miss a real effect simply by not taking enough data. In most cases, this is a problem: we might miss
a viable medicine or fail to notice an important side-effect. How do we know how much data to collect?

Statisticians provide the answer in the form of “statistical power.” The power of a study is the likelihood that it will distinguish an
effect of a certain size from pure luck. A study might easily detect a huge benefit from a medication, but detecting a subtle
difference is much less likely. Let’s try a simple example.

Suppose a gambler is convinced that an opponent has an unfair coin: rather than getting heads half the time and tails half the time,
the proportion is different, and the opponent is using this to cheat at incredibly boring coin-flipping games. How to prove it?

You can’t just flip the coin a hundred times and count the heads. Even with a perfectly fair coin, you don’t always get fifty heads:

Figure : This shows the likelihood of getting different numbers of heads, if you flip a coin a hundred times.

You can see that  heads is the most likely option, but it’s also reasonably likely to get  or . So if you get  heads, the coin
might be rigged, but you might just be lucky.

Let’s work out the math. Let’s say we look for a  value of  or less, as scientists typically do. That is, if I count up the number
of heads after  or  trials and find a deviation from what I’d expect – half heads, half tails – I call the coin unfair if there’s only
a % chance of getting a deviation that size or larger with a fair coin. Otherwise, I can conclude nothing: the coin may be fair, or it
may be only a little unfair. I can’t tell.

So, what happens if I flip a coin ten times and apply these criteria?

Figure 

This is called a power curve. Along the horizontal axis, we have the different possibilities for the coin’s true probability of getting
heads, corresponding to different levels of unfairness. On the vertical axis is the probability that I will conclude the coin is rigged
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after ten tosses, based on the  value of the result.

You can see that if the coin is rigged to give heads % of the time, and I flip the coin  times, I only have a % chance of
concluding that it’s rigged. There’s just too little data to separate rigging from random variation. The coin would have to be
incredibly biased for me to always notice.

But what if I flip the coin  times?

Figure 

Or  times?

Figure 

With one thousand flips, I can easily tell if the coin is rigged to give heads % of the time. It’s just overwhelmingly unlikely that I
could flip a fair coin  times and get more than  heads.
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2.2: The Power of Being Underpowered
After hearing all this, you might think calculations of statistical power are essential to medical trials. A scientist might want to
know how many patients are needed to test if a new medication improves survival by more than %, and a quick calculation of
statistical power would provide the answer. Scientists are usually satisfied when the statistical power is  or higher,
corresponding to an % chance of concluding there’s a real effect.

However, few scientists ever perform this calculation, and few journal articles ever mention the statistical power of their tests.

Consider a trial testing two different treatments for the same condition. You might want to know which medicine is safer, but
unfortunately, side effects are rare. You can test each medicine on a hundred patients, but only a few in each group suffer serious
side effects.

Obviously, you won’t have terribly much data to compare side effect rates. If four people have serious side effects in one group,
and three in the other, you can’t tell if that’s the medication’s fault.

Unfortunately, many trials conclude with “There was no statistically significant difference in adverse effects between groups”
without noting that there was insufficient data to detect any but the largest differences.  And so doctors erroneously think the
medications are equally safe, when one could well be much more dangerous than the other.

You might think this is only a problem when the medication only has a weak effect. But no: in one sample of studies published
between 1975 and 1990 in prestigious medical journals, % of randomized controlled trials gave negative results, but % of
these didn’t collect enough data to detect a % difference in primary outcome between treatment groups. Fifty percent! Even if
one medication decreases symptoms by % more than the other medication, there’s insufficient data to conclude it’s more
effective. And % of the negative trials didn’t have the power to detect a % difference.

In neuroscience the problem is even worse. Suppose we aggregate the data collected by numerous neuroscience papers
investigating one particular effect and arrive at a strong estimate of the effect’s size. The median study has only a % chance of
being able to detect that effect. Only after many studies were aggregated could the effect be discerned. Similar problems arise in
neuroscience studies using animal models – which raises a significant ethical concern. If each individual study is underpowered,
the true effect will only likely be discovered after many studies using many animals have been completed and analyzed, using far
more animal subjects than if the study had been done properly the first time.

That’s not to say scientists are lying when they state they detected no significant difference between groups. You’re just misleading
yourself when you assume this means there is no real difference. There may be a difference, but the study was too small to notice
it.

Let’s consider an example we see every day.
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2.3: The Wrong Turn on Red
In the 1970s, many parts of the United States began to allow drivers to turn right at a red light. For many years prior, road designers
and civil engineers argued that allowing right turns on a red light would be a safety hazard, causing many additional crashes and
pedestrian deaths. But the 1973 oil crisis and its fallout spurred politicians to consider allowing right turn on red to save fuel wasted
by commuters waiting at red lights.

Several studies were conducted to consider the safety impact of the change. For example, a consultant for the Virginia Department
of Highways and Transportation conducted a before-and-after study of twenty intersections which began to allow right turns on red.
Before the change there were  accidents at the intersections; after, there were  in a similar length of time. However, this
difference was not statistically significant, and so the consultant concluded there was no safety impact.

Several subsequent studies had similar findings: small increases in the number of crashes, but not enough data to conclude these
increases were significant. As one report concluded,

There is no reason to suspect that pedestrian accidents involving RT operations (right
turns) have increased after the adoption of [right turn on red]…

Based on this data, more cities and states began to allow right turns at red lights. The problem, of course, is that these studies were
underpowered. More pedestrians were being run over and more cars were involved in collisions, but nobody collected enough data
to show this conclusively until several years later, when studies arrived clearly showing the results: significant increases in
collisions and pedestrian accidents (sometimes up to % increases).  The misinterpretation of underpowered studies cost
lives.
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3: Pseudoreplication- Choose Your Data Wisely
Many studies strive to collect more data through replication: by repeating their measurements with additional patients or samples,
they can be more certain of their numbers and discover subtle relationships that aren’t obvious at first glance. We’ve seen the value
of additional data for improving statistical power and detecting small differences. But what exactly counts as a replication?

Let’s return to a medical example. I have two groups of  patients taking different medications, and I seek to establish which
medication lowers blood pressure more. I have each group take the medication for a month to allow it to take effect, and then I
follow each group for ten days, each day testing their blood pressure. I now have ten data points per patient and  data points
per group.

Brilliant!  data points is quite a lot, and I can fairly easily establish whether one group has lower blood pressure than the
other. When I do calculations for statistical significance I find significant results very easily.

But wait: we expect that taking a patient’s blood pressure ten times will yield ten very similar results. If one patient is genetically
predisposed to low blood pressure, I have counted his genetics ten times. Had I collected data from  independent patients
instead of repeatedly testing , I would be more confident that differences between groups came from the medicines and not
from genetics and luck. I claimed a large sample size, giving me statistically significant results and high statistical power, but my
claim is unjustified.

This problem is known as pseudoreplication, and it is quite common.  After testing cells from a culture, a biologist might
“replicate” his results by testing more cells from the same culture. Neuroscientists will test multiple neurons from the same animal,
incorrectly claiming they have a large sample size because they tested hundreds of neurons from just two rats.

In statistical terms, pseudoreplication occurs when individual observations are heavily dependent on each other. Your measurement
of a patient’s blood pressure will be highly related to his blood pressure yesterday, and your measurement of soil composition here
will be highly correlated with your measurement five feet away. There are several ways to account for this dependence while
performing your statistical analysis:

1. Average the dependent data points. For example, average all the blood pressure measurements taken from a single person. This
isn’t perfect, though; if you measured some patients more frequently than others, this won’t be reflected in the averaged
number. You want a method that somehow counts measurements as more reliable as more are taken.

2. Analyze each dependent data point separately. You could perform an analysis of every patient’s blood pressure on day , giving
you only one data point per person. But be careful, because if you do this for every day, you’ll have problems with multiple
comparisons, which we will discuss in the next chapter.

3. Use a statistical model which accounts for the dependence, like a hierarchical model or random effects model.

It’s important to consider each approach before analyzing your data, as each method is suited to different situations.
Pseudoreplication makes it easy to achieve significance, even though it gives you little additional information on the test subjects.
Researchers must be careful not to artificially inflate their sample sizes when they retest samples.
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4.1: Prelude to p Values
You’ve already seen that  values are hard to interpret. Getting a statistically insignificant result doesn’t mean there’s no difference.
What about getting a significant result?

Let’s try an example. Suppose I am testing a hundred potential cancer medications. Only ten of these drugs actually work, but I
don’t know which; I must perform experiments to find them. In these experiments, I’ll look for  gains over a placebo,
demonstrating that the drug has a significant benefit.

To illustrate, each square in this grid represents one drug. The blue squares are the drugs that work:

Figure 

As we saw, most trials can’t perfectly detect every good medication. We’ll assume my tests have a statistical power of . Of the
ten good drugs, I will correctly detect around eight of them, shown in purple:

Figure 

Of the ninety ineffectual drugs, I will conclude that about  have significant effects. Why? Remember that  values are calculated
under the assumption of no effect, so  means a % chance of falsely concluding that an ineffectual drug works.

So I perform my experiments and conclude there are  working drugs:  good drugs and  I’ve included erroneously, shown in
red:

Figure 

The chance of any given “working” drug being truly effectual is only %. If I were to randomly select a drug out of the lot of ,
run it through my tests, and discover a  statistically significant benefit, there is only a % chance that the drug is actually
effective. In statistical terms, my false discovery rate – the fraction of statistically significant results which are really false positives
– is %.

Because the base rate of effective cancer drugs is so low – only % of our hundred trial drugs actually work – most of the tested
drugs do not work, and we have many opportunities for false positives. If I had the bad fortune of possessing a truckload of
completely ineffective medicines, giving a base rate of %, there is a % chance that any statistically significant result is true.
Nevertheless, I will get a  result for % of the drugs in the truck.
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You often hear people quoting  values as a sign that error is unlikely. “There’s only a  in  chance this result arose as a
statistical fluke,” they say, because they got . No! This ignores the base rate, and is called the base rate fallacy.
Remember how  values are defined:

The P value is defined as the probability, under the assumption of no effect or no
difference (the null hypothesis), of obtaining a result equal to or more extreme than what
was actually observed.

A  value is calculated under the assumption that the medication does not work and tells us the probability of obtaining the data we
did, or data more extreme than it. It does not tell us the chance the medication is effective.

When someone uses their  values to say they’re probably right, remember this. Their study’s probability of error is almost
certainly much higher. In fields where most tested hypotheses are false, like early drug trials (most early drugs don’t make it
through trials), it’s likely that most “statistically significant” results with  are actually flukes.

One good example is medical diagnostic tests.
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4.2: The Base Rate Fallacy in Medical Testing
There has been some controversy over the use of mammograms in screening breast cancer. Some argue that the dangers of false
positive results, such as unnecessary biopsies, surgery and chemotherapy, outweigh the benefits of early cancer detection. This is a
statistical question. Let’s evaluate it.

Suppose % of women who get mammograms have breast cancer. In % of women with breast cancer, the mammogram will
correctly detect it. (That’s the statistical power of the test. This is an estimate, since it’s hard to tell how many cancers are missed if
we don’t know they’re there.) However, among women with no breast cancer at all, about % will get a positive reading on the
mammogram, leading to further tests and biopsies and so on. If you get a positive mammogram result, what are the chances you
have breast cancer?

Ignoring the chance that you, the reader, are male,  the answer is %.

Despite the test only giving false positives for % of cancer-free women, analogous to testing for , % of positive tests
are false positives.

How did I calculate this? It’s the same method as the cancer drug example. Imagine  randomly selected women who choose
to get mammograms. Eight of them ( %) have breast cancer. The mammogram correctly detects % of breast cancer cases, so
about seven of the eight women will have their cancer discovered. However, there are  women without breast cancer, and %
will get a false positive reading on their mammograms, giving us  women incorrectly told they have cancer.

In total, we have  women with positive mammograms,  of whom actually have breast cancer. Only % of women with positive
mammograms have breast cancer.

If you administer questions like this one to statistics students and scientific methodology instructors, more than a third fail.  If you
ask doctors, two thirds fail.  They erroneously conclude that a  result implies a % chance that the result is true – but as
you can see in these examples, the likelihood of a positive result being true depends on what proportion of hypotheses tested are
true. And we are very fortunate that only a small proportion of women have breast cancer at any given time.

Examine introductory statistical textbooks and you will often find the same error.  values are counterintuitive, and the base rate
fallacy is everywhere.

Footnotes
[1] Interestingly, being male doesn’t exclude you from getting breast cancer; it just makes it exceedingly unlikely.
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4.3: Taking up Arms Against the Base Rate Fallacy
You don’t have to be performing advanced cancer research or early cancer screenings to run into the base rate fallacy. What if
you’re doing social research? You’d like to survey Americans to find out how often they use guns in self-defense. Gun control
arguments, after all, center on the right to self-defense, so it’s important to determine whether guns are commonly used for defense
and whether that use outweighs the downsides, such as homicides.

One way to gather this data would be through a survey. You could ask a representative sample of Americans whether they own
guns and, if so, whether they’ve used the guns to defend their homes in burglaries or defend themselves from being mugged. You
could compare these numbers to law enforcement statistics of gun use in homicides and make an informed decision about whether
the benefits outweigh the downsides.

Such surveys have been done, with interesting results. One 1992 telephone survey estimated that American civilians use guns in
self-defense up to 2.5 million times every year – that is, about % of American adults have defended themselves with firearms.
Now, % of these cases were in burglaries, giving us  burglaries stymied by gun owners. But in 1992, there were only 1.3
million burglaries committed while someone was at home. Two thirds of these occurred while the homeowners were asleep and
were discovered only after the burglar had left. That leaves  burglaries involving homeowners who were at home and
awake to confront the burglar –  of which, we are led to believe, were stymied by gun-toting residents.

Whoops.

What happened? Why did the survey overestimate the use of guns in self-defense? Well, for the same reason that mammograms
overestimate the incidence of breast cancer: there are far more opportunities for false positives than false negatives. If % of
people have never used a gun in self-defense, but % of those people will answer “yes” to any question for fun, and % want to
look manlier, and % misunderstand the question, then you’ll end up vastly overestimating the use of guns in self-defense.

What about false negatives? Could this effect be balanced by people who say “no” even though they gunned down a mugger last
week? No. If very few people genuinely use a gun in self-defense, then there are very few opportunities for false negatives. They’re
overwhelmed by the false positives.

This is exactly analogous to the cancer drug example earlier. Here,  is the probability that someone will falsely claim they’ve used
a gun in self-defense. Even if  is small, your final answer will be wildly wrong.

To lower , criminologists make use of more detailed surveys. The National Crime Victimization surveys, for instance, use detailed
sit-down interviews with researchers where respondents are asked for details about crimes and their use of guns in self-defense.
With far greater detail in the survey, researchers can better judge whether the incident meets their criteria for self-defense. The
results are far smaller – something like  incidents per year, not millions. There’s a chance that survey respondents
underreport such incidents, but a much smaller chance of massive overestimation.
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4.4: If at First You Don't Succeed, Try, Try Again
The base rate fallacy shows us that false positives are much more likely than you’d expect from a  criterion for
significance. Most modern research doesn’t make one significance test, however; modern studies compare the effects of a variety
of factors, seeking to find those with the most significant effects.

For example, imagine testing whether jelly beans cause acne by testing the effect of every single jelly bean color on acne:
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Figure : Cartoon from xkcd, by Randall Munroe. http://xkcd.com/882/

As you can see, making multiple comparisons means multiple chances for a false positive. For example, if I test  jelly bean
flavors which do not cause acne at all, and look for a correlation at  significance, I have a % chance of a false positive
result.  If I test  materials, the chance of false positive is as high as %.

It’s easy to make multiple comparisons, and it doesn’t have to be as obvious as testing twenty potential medicines. Track the
symptoms of a dozen patients for a dozen weeks and test for significant benefits during any of those weeks: bam, that’s twelve
comparisons. Check for the occurrence of twenty-three potential dangerous side effects: alas, you have sinned. Send out a ten-page
survey asking about nuclear power plant proximity, milk consumption, age, number of male cousins, favorite pizza topping, current
sock color, and a few dozen other factors for good measure, and you’ll find that something causes cancer. Ask enough questions
and it’s inevitable.

A survey of medical trials in the 1980s found that the average trial made  therapeutic comparisons. In more than half of the trials,
the researchers had made so many comparisons that a false positive was highly likely, and the statistically significant results they
did report were cast into doubt: they may have found a statistically significant effect, but it could just have easily been a false
positive.

There exist techniques to correct for multiple comparisons. For example, the Bonferroni correction method says that if you make 
comparisons in the trial, your criterion for significance should be . This lowers the chances of a false positive to what
you’d see from making only one comparison at . However, as you can imagine, this reduces statistical power, since you’re
demanding much stronger correlations before you conclude they’re statistically significant. It’s a difficult tradeoff, and tragically
few papers even consider it.

This page titled 4.4: If at First You Don't Succeed, Try, Try Again is shared under a CC BY 4.0 license and was authored, remixed, and/or curated
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4.5: Red Herrings in Brain Imaging
Neuroscientists do massive numbers of comparisons regularly. They often perform fMRI studies, where a three-dimensional image
of the brain is taken before and after the subject performs some task. The images show blood flow in the brain, revealing which
parts of the brain are most active when a person performs different tasks.

But how do you decide which regions of the brain are active during the task? A simple method is to divide the brain image into
small cubes called voxels. A voxel in the “before” image is compared to the voxel in the “after” image, and if the difference in
blood flow is significant, you conclude that part of the brain was involved in the task. Trouble is, there are thousands of voxels to
compare and many opportunities for false positives.

One study, for instance, tested the effects of an “open-ended mentalizing task” on participants. Subjects were shown “a series of
photographs depicting human individuals in social situations with a specified emotional valence,” and asked to “determine what
emotion the individual in the photo must have been experiencing.” You can imagine how various emotional and logical centers of
the brain would light up during this test.

The data was analyzed, and certain brain regions found to change activity during the task. Comparison of images made before and
after the mentalizing task showed a  difference in a  cluster in the brain.

The study participants? Not college undergraduates paid $  for their time, as is usual. No, the test subject was one -pound
Atlantic salmon, which “was not alive at the time of scanning.”

Of course, most neuroscience studies are more sophisticated than this; there are methods of looking for clusters of voxels which all
change together, along with techniques for controlling the rate of false positives even when thousands of statistical tests are made.
These methods are now widespread in the neuroscience literature, and few papers make such simple errors as I described.
Unfortunately, almost every paper tackles the problem differently; a review of  fMRI studies found that they performed 
unique analysis strategies, which, as we will discuss later, gives the researchers great flexibility to achieve statistically significant
results.

This page titled 4.5: Red Herrings in Brain Imaging is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex
Reinhart via source content that was edited to the style and standards of the LibreTexts platform.
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4.6: Controlling the False Discovery Rate
I mentioned earlier that techniques exist to correct for multiple comparisons. The Bonferroni procedure, for instance, says that you
can get the right false positive rate by looking for , where  is the number of statistical tests you’re performing. If you
perform a study which makes twenty comparisons, you can use a threshold of  to be assured that there is only a %
chance you will falsely decide a nonexistent effect is statistically significant.

This has drawbacks. By lowering the  threshold required to declare a result statistically significant, you decrease your statistical
power greatly, and fail to detect true effects as well as false ones. There are more sophisticated procedures than the Bonferroni
correction which take advantage of certain statistical properties of the problem to improve the statistical power, but they are not
magic solutions.

Worse, they don’t spare you from the base rate fallacy. You can still be misled by your  threshold and falsely claim there’s “only a 
% chance I’m wrong” – you just eliminate some of the false positives. A scientist is more interested in the false discovery rate:

what fraction of my statistically significant results are false positives? Is there a statistical test that will let me control this fraction?

For many years the answer was simply “no.” As you saw in the section on the base rate fallacy, we can compute the false discovery
rate if we make an assumption about how many of our tested hypotheses are true – but we’d rather find that out from the data,
rather than guessing.

In 1995, Benjamini and Hochberg provided a better answer. They devised an exceptionally simple procedure which tells you which
 values to consider statistically significant. I’ve been saving you from mathematical details so far, but to illustrate just how simple

the procedure is, here it is:

1. Perform your statistical tests and get the  value for each. Make a list and sort it in ascending order.
2. Choose a false-discovery rate and call it . Call the number of statistical tests .
3. Find the largest  value such that , where  is the  value’s place in the sorted list.
4. Call that  value and all smaller than it statistically significant.

You’re done! The procedure guarantees that out of all statistically significant results, no more than  percent will be false
positives.

The Benjamini-Hochberg procedure is fast and effective, and it has been widely adopted by statisticians and scientists in certain
fields. It usually provides better statistical power than the Bonferroni correction and friends while giving more intuitive results. It
can be applied in many different situations, and variations on the procedure provide better statistical power when testing certain
kinds of data.

Of course, it’s not perfect. In certain strange situations, the Benjamini-Hochberg procedure gives silly results, and it has been
mathematically shown that it is always possible to beat it in controlling the false discovery rate. But it’s a start, and it’s much better
than nothing.

This page titled 4.6: Controlling the False Discovery Rate is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex
Reinhart via source content that was edited to the style and standards of the LibreTexts platform.
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5.1: Differences in Significance
“We compared treatments A and B with a placebo. Treatment A showed a significant benefit over placebo, while treatment B had
no statistically significant benefit. Therefore, treatment A is better than treatment B.”

We hear this all the time. It’s an easy way of comparing medications, surgical interventions, therapies, and experimental results. It’s
straightforward. It seems to make sense.

However, a difference in significance does not always make a significant difference.

One reason is the arbitrary nature of the  cutoff. We could get two very similar results, with  and , and
mistakenly say they’re clearly different from each other simply because they fall on opposite sides of the cutoff. The second reason
is that  values are not measures of effect size, so similar  values do not always mean similar effects. Two results with identical
statistical significance can nonetheless contradict each other.

Instead, think about statistical power. If we compare our new experimental drugs Fixitol and Solvix to a placebo but we don’t have
enough test subjects to give us good statistical power, then we may fail to notice their benefits. If they have identical effects but we
have only % power, then there’s a good chance we’ll say Fixitol has significant benefits and Solvix does not. Run the trial again,
and it’s just as likely that Solvix will appear beneficial and Fixitol will not.

Instead of independently comparing each drug to the placebo, we should compare them against each other. We can test the
hypothesis that they are equally effective, or we can construct a confidence interval for the extra benefit of Fixitol over Solvix. If
the interval includes zero, then they could be equally effective; if it doesn’t, then one medication is a clear winner. This doesn’t
improve our statistical power, but it does prevent the false conclusion that the drugs are different. Our tendency to look for a
difference in significance should be replaced by a check for the significance of the difference.

Examples of this error in common literature and news stories abound. A huge proportion of papers in neuroscience, for instance,
commit the error.  You might also remember a study a few years ago suggesting that men with more biological older brothers are
more likely to be homosexual.  How did they reach this conclusion? And why older brothers and not older sisters?

The authors explain their conclusion by noting that they ran an analysis of various factors and their effect on homosexuality. Only
the number of older brothers had a statistically significant effect; number of older sisters, or number of nonbiological older
brothers, had no statistically significant effect.

But as we’ve seen, that doesn’t guarantee that there’s a significant difference between the effects of older brothers and older sisters.
In fact, taking a closer look at the data, it appears there’s no statistically significant difference between the effect of older brothers
and older sisters. Unfortunately, not enough data was published in the paper to allow a direct calculation.

This page titled 5.1: Differences in Significance is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex Reinhart
via source content that was edited to the style and standards of the LibreTexts platform.
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5.2: When Significant Differences are Missed
The problem can run the other way. Scientists routinely judge whether a significant difference exists simply by eye, making use of
plots like this one:

Figure 

Imagine the two plotted points indicate the estimated time until recovery from some disease in two different groups of patients,
each containing ten patients. There are three different things those error bars could represent:

1. The standard deviation of the measurements. Calculate how far each observation is from the average, square each difference,
and then average the results and take the square root. This is the standard deviation, and it measures how spread out the
measurements are from their mean.

2. The standard error of some estimator. For example, perhaps the error bars are the standard error of the mean. If I were to
measure many different samples of patients, each containing exactly  subjects, I can estimate that % of the mean times to
recover I measure will be within one standard error of “real” average time to recover. (In the case of estimating means, the
standard error is the standard deviation of the measurements divided by the square root of the number of measurements, so the
estimate gets better as you get more data – but not too fast.) Many statistical techniques, like least-squares regression, provide
standard error estimates for their results.

3. The confidence interval of some estimator. A % confidence interval is mathematically constructed to include the true value
for  random samples out of , so it spans roughly two standard errors in each direction. (In more complicated statistical
models this may not be exactly true.)

These three options are all different. The standard deviation is a simple measurement of my data. The standard error tells me how a
statistic, like a mean or the slope of a best-fit line, would likely vary if I take many samples of patients. A confidence interval is
similar, with an additional guarantee that % of % confidence intervals should include the “true” value.

In the example plot, we have two % confidence intervals which overlap. Many scientists would view this and conclude there is
no statistically significant difference between the groups. After all, groups  and  might not be different – the average time to
recover could be  in both groups, for example, and the differences only appeared because group  was lucky this time. But does
this mean the difference is not statistically significant? What would the p value be?

In this case, . There is a statistically significant difference between the groups, even though the confidence intervals
overlap.

Unfortunately, many scientists skip hypothesis tests and simply glance at plots to see if confidence intervals overlap. This is
actually a much more conservative test – requiring confidence intervals to not overlap is akin to requiring  in some
cases.  It is easy to claim two measurements are not significantly different even when they are.

Conversely, comparing measurements with standard errors or standard deviations will also be misleading, as standard error bars are
shorter than confidence interval bars. Two observations might have standard errors which do not overlap, and yet the difference
between the two is not statistically significant.

A survey of psychologists, neuroscientists and medical researchers found that the majority made this simple error, with many
scientists confusing standard errors, standard deviations, and confidence intervals.  Another survey of climate science papers found
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that a majority of papers which compared two groups with error bars made the error.  Even introductory textbooks for
experimental scientists, such as An Introduction to Error Analysis, teach students to judge by eye, hardly mentioning formal
hypothesis tests at all.

There are, of course, formal statistical procedures which generate confidence intervals which can be compared by eye, and even
correct for multiple comparisons automatically. For example, Gabriel comparison intervals are easily interpreted by eye.

Overlapping confidence intervals do not mean two values are not significantly different. Similarly, separated standard error bars do
not mean two values are significantly different. It’s always best to use the appropriate hypothesis test instead. Your eyeball is not a
well-defined statistical procedure.

Footnotes
[1] This was calculated with an unpaired  test, based on a standard error of  in group  and  in group .
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6.1: Rules of the Game
Medical trials are expensive. Supplying dozens of patients with experimental medications and tracking their symptoms over the
course of months takes significant resources, and so many pharmaceutical companies develop “stopping rules,” which allow
investigators to end a study early if it’s clear the experimental drug has a substantial effect. For example, if the trial is only half
complete but there’s already a statistically significant difference in symptoms with the new medication, the researchers may
terminate the study, rather than gathering more data to reinforce the conclusion.

When poorly done, however, this can lead to numerous false positives.

For example, suppose we’re comparing two groups of patients, one with a medication and one with a placebo. We measure the
level of some protein in their bloodstreams as a way of seeing if the medication is working. In this case, though, the medication
causes no difference whatsoever: patients in both groups have the same average protein levels, although of course individuals have
levels which vary slightly.

We start with ten patients in each group, and gradually collect more data from more patients. As we go along, we do a  test to
compare the two groups and see if there is a statistically significant difference between average protein levels. We might see a
result like this simulation:

Figure 

This plot shows the  value of the difference between groups as we collect more data, with the horizontal line indicating the 
 level of significance. At first, there appears to be no significant difference. Then we collect more data and conclude there

is. If we were to stop, we’d be misled: we’d believe there is a significant difference between groups when there is none. As we
collect yet more data, we realize we were mistaken – but then a bit of luck leads us back to a false positive.

You’d expect that the  value dip shouldn’t happen, since there’s no real difference between groups. After all, taking more data
shouldn’t make our conclusions worse, right? And it’s true that if we run the trial again we might find that the groups start out with
no significant difference and stay that way as we collect more data, or start with a huge difference and quickly regress to having
none. But if we wait long enough and test after every data point, we will eventually cross any arbitrary line of statistical
significance, even if there’s no real difference at all. We can’t usually collect infinite samples, so in practice this doesn’t always
happen, but poorly implemented stopping rules still increase false positive rates significantly.

Modern clinical trials are often required to register their statistical protocols in advance, and generally pre-select only a few
evaluation points at which they test their evidence, rather than testing after every observation. This causes only a small increase in
the false positive rate, which can be adjusted for by carefully choosing the required significance levels and using more advanced
statistical techniques.  But in fields where protocols are not registered and researchers have the freedom to use whatever methods
they feel appropriate, there may be false positive demons lurking.
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6.2: Truth Inflation
Medical trials also tend to have inadequate statistical power to detect moderate differences between medications. So they want to
stop as soon as they detect an effect, but they don’t have the power to detect effects.

Suppose a medication reduces symptoms by % over a placebo, but the trial you’re using to test it does not have adequate
statistical power to detect this difference. We know that small trials tend to have varying results: it’s easy to get ten lucky patients
who have shorter colds than usual, but much harder to get ten thousand who all do.

Now imagine running many copies of this trial. Sometimes you get unlucky patients, and so you don’t notice any statistically
significant improvement from your drug. Sometimes your patients are exactly average, and the treatment group has their symptoms
reduced by % – but you don’t have enough data to call this a statistically significant increase, so you ignore it. Sometimes the
patients are lucky and have their symptoms reduced by much more than %, and so you stop the trial and say “Look! It works!”

You’ve correctly concluded that your medication is effective, but you’ve inflated the size of its effect. You falsely believe it is
much more effective than it really is.

This effect occurs in pharmacological trials, epidemiological studies, gene association studies (“gene A causes condition B”),
psychological studies, and in some of the most-cited papers in the medical literature.  In fields where trials can be conducted
quickly by many independent researchers (such as gene association studies), the earliest published results are often wildly
contradictory, because small trials and a demand for statistical significance cause only the most extreme results to be published.

As a bonus, truth inflation can combine forces with early stopping rules. If most drugs in clinical trials are not quite so effective to
warrant stopping the trial early, then many trials stopped early will be the result of lucky patients, not brilliant drugs – and by
stopping the trial we have deprived ourselves of the extra data needed to tell the difference. Reviews have compared trials stopped
early with other studies addressing the same question which did not stop early; in most cases, the trials stopped early exaggerated
the effects of their tested treatments by an average of %.

Of course, we do not know The Truth about any drug being studied, so we cannot tell if a particular study stopped early due to luck
or a particularly good drug. Many studies do not even publish the original intended sample size or the stopping rule which was used
to justify terminating the study.  A trial’s early stoppage is not automatic evidence that its results are biased, but it is a suggestive
detail.
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6.3: Little Extremes
Suppose you’re in charge of public school reform. As part of your research into the best teaching methods, you look at the effect of
school size on standardized test scores. Do smaller schools perform better than larger schools? Should you try to build many small
schools or a few large schools?

To answer this question, you compile a list of the highest-performing schools you have. The average school has about 
students, but the top-scoring five or ten schools are almost all smaller than that. It seems that small schools do the best, perhaps
because of their personal atmosphere where teachers can get to know students and help them individually.

Then you take a look at the worst-performing schools, expecting them to be large urban schools with thousands of students and
overworked teachers. Surprise! They’re all small schools too.

What’s going on? Well, take a look at a plot of test scores vs. school size:

Figure 

Smaller schools have more widely varying average test scores, entirely because they have fewer students. With fewer students,
there are fewer data points to establish the “true” performance of the teachers, and so the average scores vary widely. As schools
get larger, test scores vary less, and in fact increase on average.

This example used simulated data, but it’s based on real (and surprising) observations of Pennsylvania public schools.

Another example: In the United States, counties with the lowest rates of kidney cancer tend to be Midwestern, Southern and
Western rural counties. How could this be? You can think of many explanations: rural people get more exercise, inhale less polluted
air, and perhaps lead less stressful lives. Perhaps these factors lower their cancer rates.

On the other hand, counties with the highest rates of kidney cancer tend to be Midwestern, Southern and Western rural counties.

The problem, of course, is that rural counties have the smallest populations. A single kidney cancer patient in a county with ten
residents gives that county the highest kidney cancer rate in the nation. Small counties hence have vastly more variable kidney
cancer rates, simply because they have so few residents.
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7: Researcher Freedom- Good Vibrations?
There’s a common misconception that statistics is boring and monotonous. Collect lots of data, plug the numbers into Excel or
SPSS or R, and beat the software with a stick until it produces some colorful charts and graphs. Done! All the statistician must do
is read off the results.

But one must choose which commands to use. Two researchers attempting to answer the same question may perform different
statistical analyses entirely. There are many decisions to make:

1. Which variables do I adjust for? In a medical trial, for instance, you might control for patient age, gender, weight, BMI,
previous medical history, smoking, drug use, or for the results of medical tests done before the start of the study. Which of these
factors are important, and which can be ignored?

2. Which cases do I exclude? If I’m testing diet plans, maybe I want to exclude test subjects who came down with uncontrollable
diarrhea during the trial, since their results will be abnormal.

3. What do I do with outliers? There will always be some results which are out of the ordinary, for reasons known or unknown,
and I may want to exclude them or analyze them specially. Which cases count as outliers, and what do I do with them?

4. How do I define groups? For example, I may want to split patients into “overweight”, “normal”, and “underweight” groups.
Where do I draw the lines? What do I do with a muscular bodybuilder whose BMI is in the “overweight” range?

5. What about missing data? Perhaps I’m testing cancer remission rates with a new drug. I run the trial for five years, but some
patients will have tumors reappear after six years, or eight years. My data does not include their recurrence. How do I account
for this when measuring the effectiveness of the drug?

6. How much data should I collect? Should I stop when I have a definitive result, or continue as planned until I’ve collected all the
data?

7. How do I measure my outcomes? A medication could be evaluated with subjective patient surveys, medical test results,
prevalence of a certain symptom, or measures such as duration of illness.

Producing results can take hours of exploration and analysis to see which procedures are most appropriate. Papers usually explain
the statistical analysis performed, but don’t always explain why the researchers chose one method over another, or explain what the
results would be had the researchers chosen a different method. Researchers are free to choose whatever methods they feel
appropriate – and while they may make the right choices, what would happen if they analyzed the data differently?

In simulations, it’s possible to get effect sizes different by a factor of two simply by adjusting for different variables, excluding
different sets of cases, and handling outliers differently.  The effect size is that all-important number which tells you how much of
a difference your medication makes. So apparently, being free to analyze how you want gives you enormous control over your
results!

The most concerning consequence of this statistical freedom is that researchers may choose the statistical analysis most favorable
to them, arbitrarily producing statistically significant results by playing with the data until something emerges. Simulation suggests
that false positive rates can jump to over % for a given dataset just by letting researchers try different statistical analyses until
one works.

Medical researchers have devised ways of preventing this. Researchers are often required to draft a clinical trial protocol,
explaining how the data will be collected and analyzed. Since the protocol is drafted before the researchers see any data, they can’t
possibly craft their analysis to be most favorable to them. Unfortunately, many studies depart from their protocols and perform
different analysis, allowing for researcher bias to creep in.  Many other scientific fields have no protocol publication
requirement at all.

The proliferation of statistical techniques has given us many useful tools, but it seems they have been put to use as blunt objects.
One must simply beat the data until it confesses.
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8: Everybody Makes Mistakes
Until now, I have presumed that scientists are capable of making statistical computations with perfect accuracy, and only err in their
choice of appropriate numbers to compute. Scientists may misuse the results of statistical tests or fail to make relevant
computations, but they can at least calculate a  value, right?

Perhaps not.

Surveys of statistically significant results reported in medical and psychological trials suggest that many  values are wrong, and
some statistically insignificant results are actually significant when computed correctly.  Other reviews find examples of
misclassified data, erroneous duplication of data, inclusion of the wrong dataset entirely, and other mixups, all concealed by papers
which did not describe their analysis in enough detail for the errors to be easily noticed.

Sunshine is the best disinfectant, and many scientists have called for experimental data to be made available through the Internet. In
some fields, this is now commonplace: there exist gene sequencing databases, protein structure databanks, astronomical
observation databases, and earth observation collections containing the contributions of thousands of scientists. Many other fields,
however, can’t share their data due to impracticality (particle physics data can include many terabytes of information), privacy
issues (in medical trials), a lack of funding or technological support, or just a desire to keep proprietary control of the data and all
the discoveries which result from it. And even if the data were all available, would anyone analyze it all to spot errors?

Similarly, scientists in some fields have pushed towards making their statistical analyses available through clever technological
tools. A tool called Sweave, for instance, makes it easy to embed statistical analyses performed using the popular R programming
language inside papers written in LaTeX, the standard for scientific and mathematical publications. The result looks just like any
scientific paper, but another scientist reading the paper and curious about its methods can download the source code, which shows
exactly how all the numbers were calculated. But would scientists avail themselves of the opportunity? Nobody gets scientific
glory by checking code for typos.

Another solution might be replication. If scientists carefully recreate the experiments of other scientists and validate their results, it
is much easier to rule out the possibility of a typo causing an errant result. Replication also weeds out fluke false positives. Many
scientists claim that experimental replication is the heart of science: no new idea is accepted until it has been independently tested
and retested around the world and found to hold water.

That’s not entirely true; scientists often take previous studies for granted, though occasionally scientists decide to systematically re-
test earlier works. One new project, for example, aims to reproduce papers in major psychology journals to determine just how
many papers hold up over time – and what attributes of a paper predict how likely it is to stand up to retesting.  In another
example, cancer researchers at Amgen retested  landmark preclinical studies in cancer research. (By “preclinical” I mean the
studies did not involve human patients, as they were testing new and unproven ideas.) Despite working in collaboration with the
authors of the original papers, the Amgen researchers could only reproduce six of the studies.  Bayer researchers have reported
similar difficulties when testing potential new drugs found in published papers.

This is worrisome. Does the trend hold true for less speculative kinds of medical research? Apparently so: of the top-cited research
articles in medicine, a quarter have gone untested after their publication, and a third have been found to be exaggerated or wrong by
later research.  That’s not as extreme as the Amgen result, but it makes you wonder what important errors still lurk unnoticed in
important research. Replication is not as prevalent as we would like it to be, and the results are not always favorable.

Footnotes
[1] The Reproducibility Project, at http://openscienceframework.org/reproducibility/
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9.1: Handling Data

“Given enough eyeballs, all bugs are shallow.”

—Eric S. Raymond
We’ve talked about the common mistakes made by scientists, and how the best way to spot them is a bit of outside scrutiny. Peer
review provides some of this scrutiny, but a peer reviewer doesn’t have the time to extensively re-analyze data and read code for
typos – reviewers can only check that the methodology makes good sense. Sometimes they spot obvious errors, but subtle problems
are usually missed.

This is why many journals and professional societies require researchers to make their data available to other scientists on request.
Full datasets are usually too large to print in the pages of a journal, so authors report their results and send the complete data to
other scientists if they ask for a copy. Perhaps they will find an error or a pattern the original scientists missed.

Or so it goes in theory. In 2005, Jelte Wicherts and colleagues at the University of Amsterdam decided to analyze every recent
article in several prominent journals of the American Psychological Association to learn about their statistical methods. They chose
the APA partly because it requires authors to agree to share their data with other psychologists seeking to verify their claims.

Of the 249 studies they sought data for, they had only received data for 64 six months later. Almost three quarters of study authors
never sent their data.

Of course, scientists are busy people, and perhaps they simply didn’t have the time to compile their datasets, produce documents
describing what each variable means and how it was measured, and so on.

Wicherts and his colleagues decided they’d test this. They trawled through all the studies looking for common errors which could
be spotted by reading the paper, such as inconsistent statistical results, misuse of various statistical tests, and ordinary typos. At
least half of the papers had an error, usually minor, but % reported at least one statistically significant result which was only
significant because of an error.

Next, they looked for a correlation between these errors and an unwillingness to share data. There was a clear relationship. Authors
who refused to share their data were more likely to have committed an error in their paper, and their statistical evidence tended to
be weaker.  Because most authors refused to share their data, Wicherts could not dig for deeper statistical errors, and many more
may be lurking.

This is certainly not proof that authors hid their data out of fear their errors may be uncovered, or even that the authors knew about
the errors at all. Correlation doesn’t imply causation, but it does waggle its eyebrows suggestively and gesture furtively while
mouthing “look over there.”

Footnotes
[1] Joke shamelessly stolen from the alternate text of http://xkcd.com/552/.
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9.2: Just Leave out the Details
Nitpicking statisticians getting you down by pointing out flaws in your paper? There’s one clear solution: don’t publish as much
detail! They can’t find the errors if you don’t say how you evaluated your data.

I don’t mean to seriously suggest that evil scientists do this intentionally, although perhaps some do. More frequently, details are
left out because authors simply forgot to include them, or because journal space limits force their omission.

It’s possible to evaluate studies to see what they left out. Scientists leading medical trials are required to provide detailed study
plans to ethical review boards before starting a trial, so one group of researchers obtained a collection of these plans from a review
board. The plans specify which outcomes the study will measure: for instance, a study might monitor various symptoms to see if
any are influenced by the treatment. The researchers then found the published results of these studies and looked for how well these
outcomes were reported.

Roughly half of the outcomes never appeared in the scientific journal papers at all. Many of these were statistically insignificant
results which were swept under the rug.  Another large chunk of results were not reported in sufficient detail for scientists to use
the results for further meta-analysis.

Other reviews have found similar problems. A review of medical trials found that most studies omit important methodological
details, such as stopping rules and power calculations, with studies in small specialist journals faring worse than those in large
general medicine journals.

Medical journals have begun to combat this problem with standards for reporting of results, such as the CONSORT checklist.
Authors are required to follow the checklist’s requirements before submitting their studies, and editors check to make sure all
relevant details are included. The checklist seems to work; studies published in journals which follow the guidelines tend to report
more essential detail, although not all of it.  Unfortunately the standards are inconsistently applied and studies often slip through
with missing details nonetheless.  Journal editors will need to make a greater effort to enforce reporting standards.

We see that published papers aren’t faring very well. What about unpublished studies?

Footnotes
[1] Why do we always say “swept under the rug”? Whose rug is it? And why don’t they use a vacuum cleaner instead of a broom?
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9.3: Science in a Filing Cabinet
Earlier we saw the impact of multiple comparisons and truth inflation on study results. These problems arise when studies make
numerous comparisons with low statistical power, giving a high rate of false positives and inflated estimates of effect sizes, and
they appear everywhere in published research.

But not every study is published. We only ever see a fraction of medical research, for instance, because few scientists bother
publishing “We tried this medicine and it didn’t seem to work.”

Consider an example: studies of the tumor suppressor protein TP53 and its effect on head and neck cancer. A number of studies
suggested that measurements of TP53 could be used to predict cancer mortality rates, since it serves to regulate cell growth and
development and hence must function correctly to prevent cancer. When all 18 published studies on TP53 and cancer were
analyzed together, the result was a highly statistically significant correlation: TP53 could clearly be measured to tell how likely a
tumor is to kill you.

But then suppose we dig up unpublished results on TP53: data that had been mentioned in other studies but not published or
analyzed. Add this data to the mix and the statistically significant effect vanishes.  After all, few authors bothered to publish data
showing no correlation, so the meta-analysis could only use a biased sample.

A similar study looked at reboxetine, an antidepressant sold by Pfizer. Several published studies have suggested that it is effective
compared to placebo, leading several European countries to approve it for prescription to depressed patients. The German Institute
for Quality and Efficiency in Health Care, responsible for assessing medical treatments, managed to get unpublished trial data from
Pfizer – three times more data than had ever been published – and carefully analyzed it. The result: reboxetine is not effective.
Pfizer had only convinced the public that it’s effective by neglecting to mention the studies proving it isn’t.

This problem is commonly known as publication bias or the file-drawer problem: many studies sit in a file drawer for years, never
published, despite the valuable data they could contribute.

The problem isn’t simply the bias on published results. Unpublished studies lead to a duplication of effort – if other scientists don’t
know you’ve done a study, they may well do it again, wasting money and effort.

Regulators and scientific journals have attempted to halt this problem. The Food and Drug Administration requires certain kinds of
clinical trials to be registered through their website ClinicalTrials.gov before the trials begin, and requires the publication of results
within a year of the end of the trial. Similarly, the International Committee of Medical Journal Editors announced in 2005 that they
would not publish studies which had not been pre-registered.

Unfortunately, a review of  registered clinical trials found that only % met the legal requirement to publish.  The FDA has
not fined any drug companies for noncompliance, and journals have not consistently enforced the requirement to register trials.
Most studies simply vanish.

This page titled 9.3: Science in a Filing Cabinet is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Alex Reinhart
via source content that was edited to the style and standards of the LibreTexts platform.

36

18

738 22

47

https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/27633?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09%3A_Hiding_the_Data/9.03%3A_Science_in_a_Filing_Cabinet
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/04%3A_The_p_Value_and_the_Base_Rate_Fallacy/4.04%3A_If_at_First_You_Don't_Succeed_Try_Try_Again
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/06%3A_Stopping_Rules_and_Regression_to_the_Mean/6.02%3A_Truth_Inflation
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz%3A_Back_Matter/21%3A_Bibliography#36Kyzas
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz%3A_Back_Matter/21%3A_Bibliography#18Eyding
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/zz%3A_Back_Matter/21%3A_Bibliography#47Prayle
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistics_Done_Wrong_(Reinhart)/09%3A_Hiding_the_Data/9.03%3A_Science_in_a_Filing_Cabinet
https://creativecommons.org/licenses/by/4.0
https://www.statisticsdonewrong.com/
https://www.statisticsdonewrong.com/


10.1 https://stats.libretexts.org/@go/page/27609

10: What Have We Wrought?
I’ve painted a grim picture. But anyone can pick out small details in published studies and produce a tremendous list of errors. Do
these problems matter?

Well, yes. I wouldn’t have written this otherwise.

John Ioannidis’s famous article “Why Most Published Research Findings are False”  was grounded in mathematical concerns
rather than an empirical test of research results. If most research articles have poor statistical power – and they do – while
researchers have the freedom to choose among multitudes of analyses methods to get favorable results – and they do – when most
tested hypotheses are false and most true hypotheses correspond to very small effects, we are mathematically determined to get a
multitude of false positives.

But if you want empiricism, you can have it, courtesy of John Ioannidis and Jonathan Schoenfeld. They studied the question “Is
everything we eat associated with cancer?”  After choosing fifty common ingredients out of a cookbook, they set out to find
studies linking them to cancer rates – and found  studies on forty different ingredients. Of course, most of the studies disagreed
with each other. Most ingredients had multiple studies claiming they increased and decreased the risk of getting cancer. Most of the
statistical evidence was weak, and meta-analyses usually showed much smaller effects on cancer rates than the original studies.

Of course, being contradicted by follow-up studies and meta-analyses doesn’t prevent a paper from being cited as though it were
true. Even effects which have been contradicted by massive follow-up trials with unequivocal results are frequently cited five or ten
years later, with scientists apparently not noticing that the results are false.  Of course, new findings get widely publicized in the
press, while contradictions and corrections are hardly ever mentioned.  You can hardly blame the scientists for not keeping up.

Let’s not forget the merely biased results. Poor reporting standards in medical journals mean studies testing new treatments for
schizophrenia can neglect to include the scale they used to evaluate symptoms – a handy source of bias, as trials using unpublished
scales tend to produce better results than those using previously validated tests.  Other medical studies simply omit particular
results if they’re not favorable or interesting, biasing subsequent meta-analyses to only include positive results. A third of meta-
analyses are estimated to suffer from this problem.

Another review compared meta-analyses to subsequent large randomized controlled trials, considered the gold standard in
medicine. In over a third of cases, the randomized trial’s outcome did not correspond well to the meta-analysis.  Other
comparisons of meta-analyses to subsequent research found that most results were inflated, with perhaps a fifth representing false
positives.

Let’s not forget the multitude of physical science papers which misuse confidence intervals.  Or the peer-reviewed psychology
paper allegedly providing evidence for psychic powers, on the basis of uncontrolled multiple comparisons in exploratory studies.
Unsurprisingly, results failed to be replicated – by scientists who appear not to have calculated the statistical power of their tests.

We have a problem. Let’s work on fixing it.

Footnotes

[1] An important part of the ongoing Oncological Ontology project to categorize everything into two categories: that which cures
cancer and that which causes it.
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CHAPTER OVERVIEW

11: What Can be Done?
I’ve discussed many statistical problems throughout this guide. They appear in many fields of science: medicine, physics, climate
science, biology, chemistry, neuroscience, and many others. Any researcher using statistical methods to analyze data is likely to
make a mistake, and as we’ve seen, most of them do. What can we do about it?

11.1: Statistical Education
11.2: Scientific Publishing
11.3: Your Job
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11.1: Statistical Education
Most American science students have a minimal statistical education – perhaps one or two required courses, or even none at all for
many students. And even when students have taken statistical courses, professors report that they can’t apply statistical concepts to
scientific questions, having never fully understood – or simply forgotten – the appropriate techniques. This needs to change.
Almost every scientific discipline depends on statistical analysis of experimental data, and statistical errors waste grant funding and
researcher time.

Some universities have experimented with statistics courses integrated with science classes, with students immediately applying
their statistical knowledge to problems in their field. Preliminary results suggests these methods work: students learn and retain
more statistics, and they spend less time whining about being forced to take a statistics course.  More universities should adopt
these techniques, using conceptual tests to see what methods work best.

We also need more freely available educational material. I was introduced to statistics when I needed to analyze data in a laboratory
and didn’t know how; until strong statistics education is more widespread, many students will find themselves in the same position,
and they need resources. Projects like OpenIntro Stats are promising, and I hope to see more in the near future.
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11.2: Scientific Publishing
Scientific journals are slowly making progress towards solving many of the problems I have discussed. Reporting guidelines, such
as CONSORT for randomized trials, make it clear what information is required for a published paper to be reproducible;
unfortunately, as we’ve seen, these guidelines are infrequently enforced. We must continue to pressure journals to hold authors to
more rigorous standards.

Premier journals need to lead the charge. Nature has begun to do so, announcing a new checklist which authors are required to
complete before articles may be published. The checklist requires reporting of sample sizes, statistical power calculations, clinical
trial registration numbers, a completed CONSORT checklist, adjustment for multiple comparisons, and sharing of data and source
code. The guidelines cover most issues covered in Statistics Done Wrong, except for stopping rules and discussion of any reasons
for departing from the trial’s registered protocol. Nature will also make statisticians available to consult for papers as needed.

If these guidelines are enforced, the result will be much more reliable and reproducible scientific research. More journals should do
the same.
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11.3: Your Job
Your task can be expressed in four simple steps:

1. Read a statistics textbook or take a good statistics course. Practice.
2. Plan your data analyses carefully and deliberately, avoiding the misconceptions and errors you have learned.
3. When you find common errors in the scientific literature – such as a simple misinterpretation of  values – hit the perpetrator

over the head with your statistics textbook. It’s therapeutic.
4. Press for change in scientific education and publishing. It’s our research. Let’s not screw it up.
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12: Conclusion
Beware false confidence. You may soon develop a smug sense of satisfaction that your work doesn’t screw up like everyone else’s.
But I have not given you a thorough introduction to the mathematics of data analysis. There are many ways to foul up statistics
beyond these simple conceptual errors.

Errors will occur often, because somehow, few undergraduate science degrees or medical schools require courses in statistics and
experimental design – and some introductory statistics courses skip over issues of statistical power and multiple inference. This is
seen as acceptable despite the paramount role of data and statistical analysis in the pursuit of modern science; we wouldn’t accept
doctors who have no experience with prescription medication, so why do we accept scientists with no training in statistics?
Scientists need formal statistical training and advice. To quote:

“To consult the statistician after an experiment is finished is often merely to ask him to
conduct a post mortem examination. He can perhaps say what the experiment died of.”

—R. A. Fisher, popularizer of the p value

Journals may choose to reject research with poor-quality statistical analyses, and new guidelines and protocols may eliminate some
problems, but until we have scientists adequately trained in the principles of statistics, experimental design and data analysis will
not be improved. The all-consuming quest for statistical significance will only continue.

Change will not be easy. Rigorous statistical standards don’t come free: if scientists start routinely performing statistical power
computations, for example, they’ll soon discover they need vastly larger sample sizes to reach solid conclusions. Clinical trials are
not free, and more expensive research means fewer published trials. You might object that scientific progress will be slowed
needlessly – but isn’t it worse to build our progress on a foundation of unsound results?

To any science students: invest in a statistics course or two while you have the chance. To researchers: invest in training, a good
book, and statistical advice. And please, the next time you hear someone say “The result was significant with , so there’s
only a  in  chance it’s a fluke!”, please beat them over the head with a statistics textbook for me.

Disclaimer: The advice in this guide cannot substitute for the advice of a trained statistical professional. If you think you’re
suffering from any serious statistical error, please consult a statistician immediately. I shall not have any liability from any injury to
your dignity, statistical error or misconception suffered as a result of your use of this website.

Use of this guide to justify rejecting the results of a scientific study without reviewing the evidence in any detail whatsoever is
grounds for being slapped upside the head with a very large statistics textbook. This guide should help you find statistical errors,
not allow you to selectively ignore science you don’t like.
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