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1.2.1: A Classroom Story and an Inspiration

Several years ago, I was teaching an introductory Statistics course at De Anza College where I had several achieving students who
were dedicated to learning the material and who frequently asked me questions during class and office hours. Like many students,
they were able to understand the material on descriptive statistics and interpreting graphs. Unlike many introductory Statistics
students, they had excellent math and computer skills and went on to master probability, random variables and the Central Limit
Theorem.

However, when the course turned to inference and hypothesis testing, I watched these students’ performance deteriorate. One
student asked me after class to again explain the difference between the Null and Alternative Hypotheses. I tried several methods,
but it was clear these students never really understood the logic or the reasoning behind the procedure. These students could easily
perform the calculations, but they had difficulty choosing the correct model, setting up the test, and stating the conclusion.

These students, (to their credit) continued to work hard; they wanted to understand the material, not simply pass the class. Since
these students had excellent math skills, I went deeper into the explanation of Type II error and the statistical power
function. Although they could compute power and sample size for different criteria, they still didn’t conceptually understand
hypothesis testing.

On my long drive home, I was listening to National Public Radio’s Talk of the Nation' and heard discussion on the difference

between the reductionist and holistic approaches to the sciences. The commentator described this as the Western tradition vs. the
Eastern tradition. The reductionist or Western method of analyzing a problem, mechanism or phenomenon is to look at the
component pieces of the system being studied. For example, a nutritionist breaks a potato down into vitamins, minerals,
carbohydrates, fats, calories, fiber and proteins. Reductionist analysis is prevalent in all the sciences, including Inferential Statistics
and Hypothesis Testing.

Holistic or Eastern tradition analysis is less concerned with the component parts of a problem, mechanism or phenomenon but
rather with how this system operates as a whole, including its surrounding environment. For example, a holistic nutritionist would
look at the potato in its environment: when it was eaten, with what other foods it was eaten, how it was grown, or how it was
prepared. In holism, the potato is much more than the sum of its parts.

Consider these two renderings of fish:

The first image is a drawing of fish anatomy by John Cimbaro used by the La Crosse Fish Health Center.” This drawing tells us a
lot about how a fish is constructed, and where its vital organs are located. There is much detail given to the scales, fins, mouth and
eyes.

' 15 mrean ey

™

The second image is a watercolor by the Chinese artist Chen Zheng- Long"’ . In this artwork, we learn very little about fish anatomy
since we can only see minimalistic eyes, scales and fins. However, the artist shows how fish are social creatures, how their fins
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move to swim and the type of plants they like. Unlike the first drawing, the drawing teaches us much more about the interaction of
the fish in its surrounding environment and much less about how a fish is built.

This illustrative example shows the difference between reductionist and holistic analyses. Each rendering teaches something
important about the fish: the reductionist drawing of the fish anatomy helps explain how a fish is built and the holistic watercolor
helps explain how a fish relates to its environment. Both the reductionist and holistic methods add to knowledge and understanding,
and both philosophies are important. Unfortunately, much of Western science has been dominated by the reductionist philosophy,
including the backbone of the scientific method, Inferential Statistics.

Although science has traditionally been reluctant, often hostile, to embrace or include holistic philosophy in the scientific method,
there have been many who now support a multicultural or multi- philosophical approach. In his book Holism and Reductionism in
Biology and Ecology”, Looijen claims that “holism and reductionism should be seen as mutually dependent, and hence co-
operating research programs than as conflicting views of nature or of relations between sciences.” Holism develops the “macro-
laws” that reductionism needs to “delve deeper” into understanding or explaining a concept or phenomena. I believe this claim
applies to the study of Statistics as well.

I realize that the problem of my high-achieving students being unable to comprehend hypothesis testing could be cultural — these
were international students who may have been schooled under a more holistic philosophy. The Introductory Statistics curriculum
and most texts give an incomplete explanation of the logic of Hypothesis Testing, eliminating or barely explaining such topics as
Power, the consequence of Type II error or Bayesian alternatives. The problem is how to supplement an Introductory Statistics
course with a holistic philosophy without depriving the students of the required reductionist course curriculum — all in one quarter
or semester!

I believe it is possible to teach the concept of Inferential Statistics holistically. This course material is a result of that inspiration,
and it was designed to supplement, not replace, a traditional course textbook or workbook. This supplemental material includes:

o Examples of deriving research hypotheses from general questions and explanatory conclusions consistent with the general
question and test results.

¢ An in-depth explanation of statistical power and type II error.

o Techniques for checking the validity of model assumptions and identifying potential outliers using graphs and summary
statistics.

¢ Replacement of the traditional step-by-step “cookbook” for hypothesis testing with interrelated procedures.

e De-emphasis of algebraic calculations in favor of a conceptual understanding using computer software to perform tedious
calculations.

o Interactive Flash animations to explain the Central Limit Theorem, inference, confidence intervals, and the general hypothesis
testing model, which includes Type II error and power.

o PowerPoint Slides of the material for classroom demonstration.

o Excel Data sets for use with computer projects and labs.

[Step 1/ State il and atemate fypotases|
Research Questions and Experiment
. Report Condusions in Callect and Analyze
Ponetigectnil | [RejachAulkend ehiooss stemat| Nomsatitico tanguage | B Experimental Data
|Stepi: State Concl non jcal | J

This material is limited to one population hypothesis testing but could easily be extended to other models. My experience has been
that once students understand the logic of hypothesis testing, the introduction of new models is a minor change in the procedure.

1.2.1: A Classroom Story and an Inspiration is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 1.1: A Classroom Story and an Inspiration by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:

http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.2.2: The Blind Man and the Elephant

This old story from China or India was made into the poem The Blind Man and the Elephant by John Godfrey Saxe’. Six blind
men find excellent empirical evidence from different parts of the elephant and all come to reasoned inferences that match their
observations. Their research is flawless and their conclusions are completely wrong, showing the necessity of including holistic
analysis in the scientific process.

Here is the poem in its entirety:
It was six men of Indostan, to learning much inclined,
who went to see the elephant (Though all of them were blind),

that each by observation, might satisfy his mind.

The first approached the elephant, and, happening to fall,
against his broad and sturdy side,

at once began to bawl: "God bless me! but the elephant, is nothing but a wall!"

The second feeling of the tusk, cried: "Ho! what have we here,
so very round and smooth and sharp? To me tis mighty clear,

this wonder of an elephant, is very like a spear!"

The third approached the animal, and, happening to take,
the squirming trunk within his hands, "I see," quoth he,

the elephant is very like a snake!"

The fourth reached out his eager hand, and felt about the knee:
"What most this wondrous beast is like, is mighty plain," quoth he;

"Tis clear enough the elephant is very like a tree."

The fifth, who chanced to touch the ear, Said; "E'en the blindest man
can tell what this resembles most; Deny the fact who can,

This marvel of an elephant, is very like a fan!"

The sixth no sooner had begun, about the beast to grope,

than, seizing on the swinging tail, that fell within his scope,
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"I see," quothe he, "the elephant is very like a rope!"

And so these men of Indostan, disputed loud and long,
each in his own opinion, exceeding stiff and strong,

Though each was partly in the right, and all were in the wrong!

So, oft in theologic wars, the disputants, I ween,
tread on in utter ignorance, of what each other mean,

and prate about the elephant, not one of them has seen!

-John Godfrey Saxe

1.2.2: The Blind Man and the Elephant is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 1.2: The Blind Man and the Elephant by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.2.3: What can go Wrong in Research - Two Stories

The first story is about a drug that was thought to be effective in research, but was pulled from the market when it was found to be
ineffective in practice.

FDA Orders Trimethobenzamide Suppositories Off the market”

FDA today ordered makers of unapproved suppositories containing trimethobenzamide hydrochloride to stop manufacturing and
distributing those products.

Companies that market the suppositories, according to FDA, are Bio Pharm, Dispensing Solutions, G&W Laboratories, Paddock
Laboratories, and Perrigo New York. Bio Pharm also distributes the products, along with Major Pharmaceuticals, PDRX
Pharmaceuticals, Physicians Total Care, Qualitest Pharmaceuticals, RedPharm, and Shire U.S. Manufacturing.

FDA had determined in January 1979 that trimethobenzamide suppositories lacked "substantial evidence of effectiveness" and
proposed withdrawing approval of any NDA for the products.

"There's a variety of reasons" why it has taken FDA nearly 30 years to finally get the suppositories off the market, Levy said.
At least 21 infant deaths have been associated with unapproved carbinoxamine-containing products, Levy noted.

Many products with unapproved labeling may be included in widely used pharmaceutical reference materials, such as the
Physicians' Desk Reference, and are sometimes advertised in medical journals, he said.

Regulators urged consumers using suppositories containing trimethobenzamide to contact their health care providers about the
products.

The second story is about promising research that was abandoned because the test data showed no significant improvement for
patients taking the drug.

Drug Found Ineffective Against Lung Disease’

Treatment with interferon gamma-1b (Ifn-g1b) does not improve survival in people with a fatal lung disease called idiopathic
pulmonary fibrosis, according to a study that was halted early after no benefit to participants was found.

Previous research had suggested that Ifn-g1b might benefit people with idiopathic pulmonary fibrosis, particularly those with mild
to moderate disease.

The new study included 826 people, ages 40 to 79, who lived in Europe and North America. They were given injections of either
200 micrograms of Ifn-g1b (551 people) or a placebo (275) three times a week.

After a median of 64 weeks, 15 percent of those in the Ifn-g1b group and 13 percent in the placebo group had died. Symptoms such
as flu-like illness, fatigue, fever and chills were more common among those in the Ifn-g1b group than in the placebo group. The
two groups had similar rates of serious side effects, the researchers found.

"We cannot recommend treatment with interferon gamma-1b since the drug did not improve survival for patients with idiopathic
pulmonary fibrosis, which refutes previous findings from subgroup analyses of survival in studies of patients with mild-to-
moderate physiological impairment of pulmonary function,” Dr. Talmadge E. King Jr., of the University of California, San
Francisco, and colleagues wrote in the study published online and in an upcoming print issue of The Lancet.

The negative findings of this study "should be regarded as definite, [but] they should not discourage patients to participate in one of
the several clinical trials currently underway to find effective treatments for this devastating disease," Dr. Demosthenes Bouros, of
the Democritus University of Thrace in Greece, wrote in an accompanying editorial.

Bouros added that people deemed suitable "should be enrolled early in the transplantation list, which is today the only mode of
treatment that prolongs survival."

Although these are both stories of failures in using drugs to treat diseases, they represent two different aspects of hypothesis
testing. In the first story, the suppositories were thought to be effective in treatment from the initial trials, but were later shown to
be ineffective in the general population. This is an example of what statisticians call Type I Error: supporting a hypothesis (the
suppositories are effective) that later turns out to be false.

In the second story, researchers chose to abandon research when the interferon was found to be ineffective in treating lung disease
during clinical trials. Now this may have been the correct decision, but what if this treatment was truly effective and the researchers
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just had an unusual group of test subjects? This would be an example of what statisticians call Type II Error: failing to support a
hypothesis (the interferon is effective) that later turns out to be true. Unlike the first story, the second story will never result in
answer to this question since the treatment will not be released to the general public.

In a traditional Introductory Statistics course, very little time is spent analyzing the potential error shown in the second story.
However, both types of error are important and will be explored in this course material.

Preliminary Results — bringing the holistic approach to the entire statistics curriculum.

After writing what are now chapters 8, 9 and 10, I decided to use this holistic approach in several of my courses. I found students
were more engaged in the course, were able to understand the logic of hypothesis testing, and would state the appropriate
conclusion. I wanted to bring this approach to the entire statistics course and this book is the result.

1.2.3: What can go Wrong in Research - Two Stories is shared under a CC BY-SA license and was authored, remixed, and/or curated by
LibreTexts.

e 1.3: What can go Wrong in Research - Two Stories by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.1: Introduction and Examples

In statistics, we organize data into graphs, which (when properly created) are powerful tools to help us understand, interpret and
analyze the phenomena we study.

Here is an example of raw data, the month closing stock price (adjusted for splits) of Apple Inc. from December 1999 to December
2016”:

115.82 10297 106.17 7550 69.86 52.70 4197 2742 1111 2577 1104 935 419 13% 053 142 097
11052 11573 11439 7483 76.83 49.73 4049 26.01 1206 23.71 1193 882 436 136 101 139 107
112.96 116.40 10343 6993 77.80 52.67 39.16 2453 14.00 2472 1055 749 341 149 105 114 127
112.47 107.44 9649 63.79 B87.18 4962 3692 2412 14.79 1997 1002 698 252 135 0954 101 168
10556 109.84 98.16 6519 86.93 50.07 31.63 21.89 22.06 1802 883 610 2.24 147 096 121 396
103.12 117.62 91.10 60.15 79.47 50.81 3347 21.26 2068 17.14 884 555 210 137 099 1.22 331
94.60 121.63 8856 52.71 75.99 4368 3273 1853 21.79 15.88 745 479 212 124 115 151 341
98.81 126.33 B86.17 59.78 75.17 45.26 3343 17.67 2456 15.77 778 517 1.83 117 152 130 273
92.20 120.85 7989 5847 75.99 4556 33.97 1637 2263 1299 916 469 168 093 158 166 4.04
107.20 120.15 7266 5845 78.01 45.35 3058 13.68 18.67 12.09 816 542 176 0352 154 144 442
9510 124.05 7124 5828 70.58 45.96 26.63 1162 1627 1101 891 584 156 098 141 119 373
9522 11269 6737 59.80 59.40 44.15 2499 1173 1761 1116 983 500 147 093 161 141 338
Most people would look at this data and be unable to analyze or interpret what has happened at Apple. However a simple line graph
over time is much easier to understand:

AN 112580

v 240000

AV A

The line graph tells the story of Apple, from the dot.com crash in 2000, to the introduction of the first IPod in 2005, the first smart
phone in 2007, the economic collapse of 2008, and competition from other operating systems, such as Android:

https://stats.libretexts.org/@go/page/28656



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28656?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/01%3A_Basic_Ideas/1.03%3A_Displaying_and_Analyzing_Data_with_Graphs/1.3.01%3A_Introduction_and_Examples
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Inferential_Statistics_and_Probability_-_A_Holistic_Approach_(Geraghty)/15%3A_Appendix/15.06%3A_Notes_and_Sources

LibreTexts*

ECONGMIC
STIMULUS

Graphs can help separate perception from reality. The polling organization Gallup has annually asked the question “Is there more
crime in the U.S. then there was a year ago, or less?” In virtually every poll done, a large majority has said that crime has gone
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However, actual data from the U.S. Justice Department shows that violent crime rates have actually decreased in almost every since
1990."
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Perhaps people are influenced by stories in the news, which may sensationalize crime, but here is an example of where we can use
statistics to challenge these false perceptions.

Here are two other examples of graphs of data. Make your own interpretation:

e Pew Research conducted a study in 2013 on how First Generation immigrant crime rates compares with second generation and
native born Americans.”

o The Next Big Future conducted a study comparing deaths caused by creating energy from different sources: coal, oil and
nuclear. "’
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1.3.1: Introduction and Examples is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.1: Introduction and Examples by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.2: Types of Data

In Statistics, two important concepts are the population and the sample. If we are collecting data, the population refers to all data
for the phenomena that is being studied, while the sample refers to a subset of that data. In statistics, we are almost always
analyzing sample data. These concepts will be explored in greater detail in Chapter 3. Until then, we will work with only sample
data.

Sample data is a collection of information taken from a population for the purpose of analysis.

Types of

Data

]
| |

Qualitative Quantitative

Categorical Discrete Continuous

Quantitative data are measurements and numeric quantities that can be determined from the data. When describing quantitative
data, we can look at the center, spread, shape and unusual features.

Qualitative data are non-numeric values that describe the data. Note that all quantitative data is numeric but some numbers
without quantity (such as Zip Code or Social Security Number) are qualitative. When describing categorical data, we are limited to
observing counts in each group and comparing the differences in percentages.

Categorical data are non-numeric values. Some examples of categorical data include eye color, gender, model of computer, and
city.

Discrete data are quantitative natural numbers (0, 1, 2, 3, ...). Some examples of discrete data include number of siblings, friends
on Facebook, bedrooms in a house. Discrete data are values that are counted, or answers to the question "How many?"

Continuous data are quantitative based on the real numbers. Some examples of continuous data include time to complete an exam,
height, and weight. Continuous data are values that are measured, or answers to the question "How much?"

1.3.2: Types of Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.2: Types of Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:

http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.3: Levels of Data

Data can also be organized into four levels of data, Nominal, Ordinal, Interval and Ratio

Levels of

Data
]

Qualitative Quantitative

L 1
| 1 | 1

Nominal Data are qualitative data that only define attributes, not hierarchal ranking. Examples of nominal data include hair color,
ethnicity, gender and any yes/no question.

Ordinal Data are qualitative data that define attributes with a hierarchal ranking. Examples of nominal data include movie rating
(G, PG, PG13, R, NC17), T-shirt size (S, M L, XL), or your letter grade on a term paper.

The difference between Nominal and Ordinal data is that Ordinal data can be ranked, while Nominal data are just labels.

Interval Data are quantitative data that have meaningful distance between values, but do not have a "true" zero. Interval data are
numeric, but zero is just a place holder. Examples of interval data include temperature in degrees Celsius, and year of birth.

Ratio Data are quantitative data that have meaningful distance between values, and have a "true" zero. Examples of ratio data
include time it takes to drive to work, weight, height, and number of children in a family. Most numeric data will be ratio.

One way to tell the difference between Interval and Ratio data is to look if zero has the same value under all possible units. For
example zero degrees Celsius is not the same as zero degrees Fahrenheit, so temperature has no true zero. But zero minutes, zero
days, zero months all mean the same thing, since for time zero means "no time."

1.3.3: Levels of Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.3: Levels of Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.4: Graphs of Categorical Data

When describing categorical data with graphs, we want to be able to visualize the difference in proportions or percentages within
each group. These values are also known as relative frequencies.

Definition: Relative Frequency

n = sample size - The number of observations in your sample size.
Frequency - the number of times a particular value is observed.
Relative frequency - The proportion or percentage of times a particular value is observed.

Relative Frequency = Frequency / n

Example: One categorical variable - marital status

A sample of 500 adults (aged 18 and over) from Santa Clara County, California was taken from the year 2000 United States
Census.'* The results are displayed in the table:

Marital Status Frequency Relative Frequency

Married 270 270/500 =0.540 or 54.0%
Widowed 22 22/500 =0.044 or 4.4%
Divorced - not remarried 42 42/500 =0.084 or 8.4%
Separated 10 10/500 =0.020 or 2.0%
Single - never married 156 156/500 =0.312 or 31.2%
Total 500 500/500 = 1.000 or 100.0%

Solution

Analysis - over half of the sampled adults were reported as married. The smallest group was separate which represented only
2% of the sample.

Example: Comparing two categorical variables - presidential approval and gender

Reuters/Ipsos conducts a daily tracking poll of American adults to assess support of the president of the United States. Here are
the results of a tracking poll ending August 17, 2017, which includes data from the five days on which Donald Trump made
several highly controversial statements regarding violence following a gathering of neo-Nazis and white supremacists in

Charlottesville, Virginia. The question is "Overall, do you approve or disapprove of the way Donald Trump is handling his job
as president?"'”

Female Relative Male Relative
Female Frequency Male Frequency
Frequency Frequency
Approve 392 404 0.295 or 29.5% 0.400 or 40.0%
Disapprove 846 545 0.634 or 63.4% 0.541 or 54.1%
Unsure/No Opinion 9 59 0.079 or 7.9% 0.059 or 5.9%
Total 1334 1008 1.000 or 100% 1.000 or 100%

Solution

Analysis — Both men and women disapproved of the way Donald Trump was handling his job as president on the date of the
poll. Women had a higher disapproval rate than men. In political science, this is called a gender gap.
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Bar Graphs

One way to represent categorical data is on a bar graph, where the height of the bar can represent the frequency or relative
frequency of each choice.

The graphs below represent the marital status information from the one categorical example. The vertical axis on the first graph
shows frequencies for each group, while the second graph shows the relative frequencies (shown here as percentages).

Marital Status of 500 Adults in Santa Clara County
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Percent within all data.
There is no difference in the shape of each graph as the percentage or frequency in each group is directly proportional to the area of
each bar.
In either case, we can make the same analysis, that married and single are the most frequently occurring marital statuses.
A clustered bar graph can be used to compare categorical variables, such as the presidential approval poll cross- tabulated by

gender. You can see in this graph that women have a much stronger disapproval of Trump than men do. In this graph, the vertical
axis is frequency, but you could also make the vertical axis relative frequency or percentage.

https://stats.libretexts.org/@go/page/28659



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28659?pdf

Li breTexts*

Donald Trump Approval as President - August 17, 2017
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Another way of representing the same data is a stacked bar graph, shown here with percentage (relative frequency) as the vertical
axis. It is harder to see the difference between men and women, but the total approval/disapproval percentages are easier to read.

Presidential Approval of Donald Trump - August 17, 2017
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Example: Historic gender gaps
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Here is another clustered bar graph reported by ABC News, August 21, showing that Trump had a larger gender gap than the
two prior presidents, Barack Obama and George W. Bush.°
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In conclusion, bar graphs are an excellent way to display, analyze and compare categorical data. However, care must be taken to
not create misleading graphs.

Example: Misreported Affordable Care Act enrollment

Here is an example of a bar graph reported on the Fox News Channel that distorted the truth about people signing up for the
Affordable Care Act (ACA) in 2014, as reported by mediamatters.org'’

On March 27 health insurance enrollment through the ACA's exchanges surpassed 6 million, exceeding the revised
estimate of enrollees for the program's first year before the March 31 open enrollment deadline. Enrollment appears on
track to hit the Congressional Budget Office's initial estimate of 7 million sign-ups, and taking Medicaid enrollees into
account, the ACA will have reportedly extended health care coverage to at least 9.5 million previously uninsured
individuals.

Fox celebrated the final day of open enrollment by attempting to somehow twist the recent enrollment surge into bad
news for the law.

America's Newsroom aired an extremely skewed bar chart which made it appear that the 6 million enrollees comprised
roughly one-third of the 7 million enrollee goal:

OBAMACARE ENROLLMENT

—— e —

: S
7,066,000

——

——

1 6,000,000 B

AS OF MARCH 31
MARCH 27 GOAL

SOURCE: HHS
channel me imatters.ag

At first look, the graph seemingly shows that the ACA enrollment was well below the projected goal. The graph is misleading
for three reasons:

1. The vertical axis doesn’t start at zero enrollees, greatly overstating the difference between the two numbers.

2. The graph of the “6,000,000” enrolled failed to include new enrollees in Medicaid, which was part of the “March 31 Goal.”

3. The reported enrollment was 4 days before the deadline. Like students doing their homework, many people waited until the
last day to enroll.

The actual enrollment numbers far exceeded the goal, the exact opposite of this poorly constructed bar graph.

Pie Charts

Another way to represent categorical data is a pie chart, in which each slice of the pie represents the relative frequency or
percentage of data in each category.

The pie chart shown here represents the marital status of 500 adults in Santa Clara County taken from the 200 census, the same data
that was represented by a bar graph in a previous example.
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Marital Status of 500 Adults in Santa Clara County

The analysis again shows that most people are married, followed by single.

A multiple pie chart can be used to compare the effect of one categorical variable on another.

Presidential Approval of Donald Trump, August 17, 2017

Female Category

Unsure/No Opinion
72%

Panel variable: Gender

In the presidential approval poll example, a higher percentage of female adults disapprove of Donald Trump's performance as U.S.
President compared to male adults. This is comparable to stacked or clustered bar graphs shown in the prior example.

1.3.4: Graphs of Categorical Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

o 2.4: Graphs of Categorical Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5: Graphs of Numeric Data

Numeric data is treated differently from categorical data as there exists quantifiable differences in the data values. In analyzing
quantitative data, we can describe quantifiable features such as the center, the spread, the shape or skewness'®, and any unusual
features (such as outliers).

Interpreting and Describing Numeric Data

Center — Where is the middle of the data, what value would represent the average or typical value?
Spread- How much variability is there in the data? What is range of the data? (range is highest value — lowest value.)

Shape — Are the data values symmetric or is it skewed positive or negative? Are the values clustered toward the center, evenly
spread, or clustered towards the extreme values?

A A

v
Y

Negative Skew Positive Skew

Unusual Features — Are there outliers (values that are far removed from the bulk of the data?)

Example: Students browsing the web

This data represents how much time 30 students spent on a web browser (on the Internet) in a 24 hour period. "’

Data is rounded to the nearest minute.

102 104 |85 67 101
i i 116 107 |99 82
103 |97 105 103 |95
105 |99 86 87 100
109 108 118 |87 125
124 112 122 |78 92

This data set is continuous, ratio, quantitative data, even though times are rounded to the nearest integer. Sample data presented
unsorted in this format are sometimes called raw data.

Not much can be understood by looking simply at raw data, so we want to make appropriate graphs to help us conduct
preliminary analysis.

1.3.5: Graphs of Numeric Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.5: Graphs of Numeric Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.1: Stem and Leaf Plots

A stem and leaf plot is a method of tabulating the data to make it easy to interpret. Each data value is split into a "stem" (the first
digit or digits) and a "leaf" (the last digit, usually). For example, the stem for 102 minutes would be 10 and the leaf would be 2.

The stems are then written on the left side of the graph and all corresponding leaves are written to the right of each matching stem.

© 7
7 18
Stem and Leaf Graph 8 29677
9 25799
number = stem|leaf -
i 10 01233455789
12 245

The stem and leaf plot allows us to do some preliminary analysis of the data. The center is around 100 minutes. The spread
between the highest and lowest numbers is 58 minutes. The shape is not symmetric since the data is more spread out towards the
lower numbers. In statistics, this is called skewness and we would call this data negatively skewed.

Stem and leaf plots can also be used to compare similar data from two groups in a back-to-back format.

In a back-to-back stem and leaf plot, each group would share a common stem and leaves would be written for each group to the left
and right of the stem.

Example: Comparing two airlines’ passenger loading times

The data shown represents the passenger boarding time (in minutes) for a sample of 16 airplanes each for two different airlines.

Airline A | 11, 14, 16, 17, 19, 21, 22, 23, 24, 24, 24, 26, 31, 32, 38, 39
AirlineB | 8,11, 13, 14, 15, 16, 16, 18, 19, 19, 21, 21, 22, 24, 26, 31

Airline A will be represented on the left side of the stem, while Airline B will be represented on the right. Instead of using the
last digit as the leaf (each row representing 10 minutes), we are instead going to let each row represent 5 minutes. This will
allow us to better see the shape of the data.

The center for Airline B is about 5 minutes lower than Airline A. The spread for each airline is about the same. Airline A shape
seems slightly skewed towards positive values (skewed positive) while Airline B times are somewhat symmetric.

0
0 8
14 1 134
679 1/566899
1234442 1124
6|26
12|31
89 3

1.3.5.1: Stem and Leaf Plots is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.5.1: Stem and Leaf Plots by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.2: Dot Plots

A dot plot represents each value of a data set as a dot on a simple numeric scale. Multiple values are stacked to create a shape for
the data. If the data set is large, each dot can represent multiple values of the data.

Example: Weights of apples

A Chilean agricultural researcher collected a sample of 100 Royal Gala apples.’’ The weight of each apple (reported in grams)
is shown in the table below:

228 272 196 435 195 242 265 330 298 248
320 189 278 261 203 282 246 203 274 231
282 311 275 287 194 183 308 245 185 260
235 149 312 274 218 307 324 256 203 206
310 182 245 167 297 276 248 262 327 292
287 118 265 235 246 310 200 289 299 230
237 205 164 231 133 222 326 353 252 237
214 274 253 197 244 209 236 290 296 272
315 173 224 202 246 363 299 325 151 242
170 261 270 284 365 213 184 240 302 233

Here is the data organized into a dot plot, in which each dot represents one apple. The scaling of the horizontal axis rounds
each apple’s weight to the nearest 10 grams.
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The center of the data is about 250, meaning that a typical apple would weight about 250 grams. The range of weights is
between 110 and 440 grams, although the 440 gram apple is an outlier, an unusually large apple. The next highest weight is
only 370 grams. Not counting the outlier, the data is symmetric and clustered towards the center.

Dot plots can also be used to compare multiple populations.

Example: Dot plots can also be used to compare multiple populations

The Chilean agricultural researcher collected a sample of 100 navel oranges’' and recorded the weight of each orange in
grams.

332 298 342 287 392 358 279 165 289 329
265 233 192 214 286 221 381 277 317 285
273 410 419 282 288 283 181 348 356 330
248 245 366 212 458 424 342 208 122 184
285 360 277 363 324 336 230 327 218 237
305 290 249 166 244 273 218 177 2717 279
274 194 X719 409 286 272 261 306 330 239
350 447 284 304 267 225 193 223 334 264
288 273 229 305 257 342 209 295 238 233
365 348 253 352 304 266 273 372 181 208

We can now add the weights of the oranges to the dot plot of the apple weights made in the prior example. The first chart keeps
apples and oranges in separate graphs while the second chart combines data with a different marker for apples and orange. This
second chart is called a stacked dot plot.
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From the graphs, we can see that the typical orange weighs about 30 grams more than the typical apple. The spread of weights
for apples and oranges is about the same. The shapes of both graphs are symmetric and clustered towards the center. There is a
high outlier for apples at 440 grams and a low outlier for oranges at 120 grams.

1.3.5.2: Dot Plots is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

o 2.5.2: Dot Plots by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source: http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.3: Grouping Numeric Data

Another way to organize raw data is to group them into class intervals, and to then create a frequency distribution of these class
intervals.

There are many methods of creating class intervals, so we will simply focus on creating intervals of equal width.

How to create class intervals of equal width and a frequency distribution

1. Choose how many intervals you want. Best is between 5 and 15 intervals.
2. Determine the interval width using the formula and rounding UP to a convenient value:

Maximum Value - Minimum Value+ 1

IW = Int 1 Width =
W nterval Wi Number of Intervals

3. Create the class intervals starting with the minimum value:
Min to under Min + IW,
Min +IW to under Min +2(IW), ...

4. Calculate the frequency of each class interval by counting the values in each class interval. Values that are on an endpoint
should be put in the lower class interval. This result is called a frequency distribution.

Example: Students browsing the web

Let's return to the data that represents how much time 30 students spent on a web browser in a 24 hour period. Data is rounded
to the nearest minute.

102 104 (85 |67 101
71 116 (107 |99 82
103 97 105 103 |95
105 99 86 |87 100
109 108 [118 (87 125
124 |112 |122 |78 92

First we choose how many class intervals. In this example, we will create 5 class intervals.
Next Determine the Class Interval Width and round up to a convenient value.

IWZM_TMH:HB—HQ

Now create class intervals of width 12, starting with the lowest value, 67.
(67to79) (79to91) (91to103) (103to115) (115to127)

Now, create a frequency distribution, by counting how many are in each interval. Values that are on an endpoint should be put
in the higher class interval. For example, 103 should be counted in the interval (103 to 115):

Class Interval Frequency
67 to 79 3
79 to 91 5
91 to 103 8
103 to 115 9
115to 127 5
Total 30
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As we did with categorical data, we can define Relative Frequency as the proportion or percentage of values in any Class
Interval.

n = sample size - The number of observations in your sample size.
Frequency - the number of times a particular value is observed in a class interval.
Relative frequency - The proportion or percentage of times a particular value is observed in a class interval.

Relative Frequency = Frequency / n

Relative
Class Interval Frequency Frequency

67t079 3 0.100 or 10.0%
79t091 5 0.167 or 16.7%
91 to 103 8 0.266 or 26.6%
103 to 115 9 0.300 or 30.0%
115 to 127 5 0.167 or 16.7%
Total 30 1.000 or 100%

Note that the value for the (91 to 103) class interval was deliberately rounded down to make the totals add up to exactly 100%

From the frequency distribution, we can see that 30% of the students are on the internet between 103 and 115 minutes per day,
while only 10% of students are on the internet between 67 and 79 minutes.

Example: Comparing weights of apples and oranges

A Chilean agricultural researcher collected a sample of 100 Royal Gala apples and 100 navel oranges and measured their
weights in grams (see previous example on dot plots).

We will start with a value of 100 and make the interval width equal to 30. Using the tally feature of Minitab, we can create a
frequency distribution for the two fruits. Minitab uses “Count” for “Frequency” and reports “Percent” for “Relative

Frequency”
Apples Apples Oranges Oranges
Class interval Count Percent Count Percent
100 to 130 1 1.00 1 1.00
130 to 160 3 3.00 0 0.00
160 to 150 9 9.00 6 6.00
190 to 220 15 15.00 10 10.00
220 to 250 23 23.00 14 14.00
250 to 280 18 18.00 18 18.00
280 to 310 16 16.00 19 19.00
310 to 340 11 11.00 9 9.00
340 to 370 3 3.00 13 13.00
370 to 400 0 0.00 4 4.00
400 to 430 0 0.00 4 4.00
430 to 460 X 1.00 2 2.00
Totals 100 100.00 100 100.00

The most frequently occurring interval for apples is 220 to 250 grams while the most frequently occurring interval for oranges
is 280 to 310 grams. Notice that there are some intervals with 0 observations, showing a potential high outlier for apples and a
low outlier for oranges.

1.3.5.3: Grouping Numeric Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.5.3: Grouping Numeric Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.4: Histograms
A histogram is a graph of grouped rectangles where the vertical axis is frequency or relative frequency and the horizontal axis show

the endpoints of the class intervals. The area of each rectangle is proportional to the frequency or relative frequency of the class
interval represented.

Example: Students browsing the web

In the earlier example of 30 students browsing the web, we made 5 class intervals of the data. Here histograms represent
frequency in the first graph and relative frequency in the second graph. Note that the shape of each graph is identical; all that is
different is the scaling of the vertical axis.

Frequency Histogram Relative Frequency Histogram

Like the stem and leaf diagram, the histogram allows us to interpret and analyze the data. The center is around 100 minutes.
The spread between the highest and lowest numbers is about 60 minutes. The shape is slightly skewed negative. The data
clusters towards the center and there doesn’t seem to be any unusual features like outliers.

Example: Comparing weights of apples and oranges

First let’s make a histogram of apples and oranges separately

Frequency histogram of apples Frequency histagram of oranges

'mmmvnmmmmmmmm-m ’-Hyummmmawm;mqalm
Weight in grams Wesght in grams
For the apples, the center is around 250 grams and for the oranges the center is around 280 grams, meaning the oranges appear
slightly heavier. For both apples and oranges, the range is about 360 grams from the minimum to the maximum values. Both
graphs seem approximately symmetric. The apples have one value that is unusually high, and the oranges have one value that

is unusually low.

Another way of comparing apples and oranges is to combine them into a single graph, also called a grouped histogram.
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Frequency histogram of apples and oranges.
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Here, the histograms are laid on top of each other, the light blue and purple match the histogram of apples and the light red and
purple match the histogram of the oranges. Here is easier to see that oranges, in general, weigh more than apples.

1.3.5.4: Histograms is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.5.4: Histograms by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.5: Cumulative Frequency and Relative Frequency

The cumulative frequency of a class interval is the count of all data values less than the right endpoint. The cumulative relative

frequency of a class interval is the cumulative frequency divided by the sample size.

Definition: Cumulative Relative Frequency

n = sample size - The number of observations in your sample size.

Cumulative Frequency - the number of times a particular value is observed in a class interval or in any lower class interval.

Cumulative Relative Frequency - The proportion or percentage of times a particular value is observed in a class interval or
in any lower class interval.

Cumulative Relative Frequency = Cumulative Frequency / n

Example: Students browsing the web

Let's again return to the data that represents how much time 30 students spent on a web browser in a 24 hour period. Data is
rounded to the nearest minute. Earlier we had made a frequency distribution and so we will now add columns for cumulative
frequency and cumulative relative frequency.

Cumulative
Relative Cumulative Relative

Class Interval Frequency Frequency Frequency Frequency
67 to 79 3 0.100 or 10.0% 3 0.100 or 10.0%
791091 5 0.167 or 16.7% 8 0.267 or 26.7%
91 to 103 8 0.266 or 26.6% 16 0.533 or 53.3%
103 to 115 9 0.300 or 30.0% 25 0.833 or 83.3%
115to 127 5 0.167 or 16.7% 30 1.000 or 100%

Total 30 1.000 or 100%

Note that the last class interval will always have a cumulative relative frequency of 100% of the data.
Some possible ways to interpret camulative relative frequency: 83.3% of the students are on the internet less that 115 minutes.

The middle value (median) of the data occurs in the interval 91 to 103 minutes since 53.3% of the students are on the internet
less than 103 minutes.

Example: Comparing weights of apples and oranges

The tally feature of Minitab can also be used to find cumulative relative frequencies (called cumulative counts and percentages

here):
Apples Apples Apples Apples O g (s} g o g (o] g
class interval Count Percent CumCnt CumPct Count Percent CumCnt CumPct
100 to 130 1 1.00 1 1.00 1 1.00 1 1.00
130 to 160 3 3.00 4 o ! 0 1 1.00
160 to 180 2 9.00 1 6 7 7.00
130 to 220 15 15.00 28 10 17 17.00
220 to 250 23 23.00 51 14 31 31.00
250 to 280 18 18.00 6% 18 49 4%.00
280 to 310 16 16.00 85 19 68 68.00
310 to 340 11 11.00 L 9 77 77.00
340 teo 370 3 3.00 9% 13 90 90.00
370 to 400 0 0.00 29 4 94 94.00
400 to 430 4] 0.00 9 4 4.00 98 98.00
430 to 480 1 1.00 100 0 2 2.00 100 100.00
Totals 100 100.00 100 100.00

Cumulative relative frequency can also be used to find percentiles of quantitative data. A percentile is the value of the data
below which a given percentage of the data fall.

In our example 280 grams would represent the 69th percentile for apples since 69% of apples have weights lower than 280
grams. The 68th percentile for oranges would be 310 grams since 68% of oranges weigh less than 310 grams.
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1.3.5.5: Cumulative Frequency and Relative Frequency is shared under a CC BY-SA license and was authored, remixed, and/or curated by
LibreTexts.

e 2.5.5: Cumulative Frequency and Relative Frequency by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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1.3.5.6: Using Ogives to find Percentiles

The table of cumulative relative frequencies can be used to find percentiles for the endpoints. One method of estimating other
percentiles of the data is by creating a special graph of cumulative relative frequencies, called an Ogive.

An Ogive is a line graph where the vertical axis is cumulative relative frequency and the horizontal axis is the value of the data,
specifically the endpoints of the class intervals. The left end point of the first class interval will have a cumulative relative
frequency of zero. All other endpoints are given the right endpoint of the corresponding class interval. The points are then
connected by line segments.

The graph can then be read to find any percentile desired. For example, the 25%, 50t and 75™ percentiles break the data into equal
fourths and are called quartiles.

Definition: Percentile

Percentile - the value of the data below which a given percentage of the data fall.
The 25 percentile is also known as the 15t Quartile.

2nd

The 50" percentile is also known as the 2" Quartile or median.

The 75" percentile is also known as the 3" Quartile

Example: Students browsing the web

We can refer to the cumulative relative frequency graph shown in the prior example to make the Ogive shown here.

Time spent on the Internet

cumulative relative frequency
=
g

&7 ™ N 103 ns 127
Minutes

Using the graph, we can estimate the quartiles of the distributions by where the line graph crosses cumulative relative
frequency values of 0.25, 0.50 and 0.75.

The 1% Quartile is about 87 minutes.
The median is about 100 minutes.

The 3" Quartile is about 108 minutes.

Example: Comparing weights of apples and oranges

For the cumulative relative frequencies of the weights of apples and oranges, we can put both ogives on a single graph and
estimate the quartiles.
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ogives of apples and oranges

fruit
—e— apples
—m— oranges

cumulative relative frequency

0.00 - gp——M=—W___{____

i | i i H i } i I ; i i i

100 130 160 190 220 250 280 310 340 370 400 430 460
weight in grams

Fruit 1* Quartile Median 3rd Quartile
Apples 210 grams 250 grams 295 grams
Oranges 235 grams 280 grams 335 grams

Line Graphs with time

The ogive is an example of a line graph. A very useful line graph is one in which time is the horizontal axis. An early example from
Section 1.1 of this type of line graphs is the historical crime rates. The line graph shows that violent crime has decreased over time.

Line graph of Report

Example: Major Hurricanes in the Atlantic Ocean

In a one month period in 2017, four major hurricanes (category 3 or higher) formed in the Atlantic Ocean. Three of these
hurricanes did devastating and costly damage to regions of the United States: Hurricane Harvey in Texas, Hurricane Irma in
Florida and Hurricane Maria in Puerto Rico and the Virgin Islands. There was also catastrophic damage from these storms in
Cuba, Dominica and other Caribbean countries, islands, and territories.

A Google Analytic graph shows that much more attention was paid to Hurricane Irma throughout the days it was threatening
Florida.””
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Harvey
Maria

Data: Google Trends; Chart

However, Google Analytics excludes Puerto Rico which took a direct hit from Hurricane Maria. It could also be that after
Harvey caused massive flooding in and near Houston, more people became interested in all hurricane activity.

1.3.5.6: Using Ogives to find Percentiles is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 2.5.6: Using Ogives to find Percentiles by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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SECTION OVERVIEW

1.4: Introduction to Statistics

This first chapter begins by discussing what statistics are and why the study of statistics is important. Subsequent sections cover a
variety of topics all basic to the study of statistics. One theme common to all of these sections is that they cover concepts and ideas
important for other chapters in the book.

1.4.1: What are Statistics?
1.4.2: Importance of Statistics
1.4.3: Descriptive Statistics
1.4.4: Inferential Statistics
1.4.5: Sampling Demonstration
1.4.6: Variables

1.4.7: Percentiles

1.4.8: Levels of Measurement
1.4.9: Measurements

1.4.10: Distributions

1.4.11: Summation Notation
1.4.12: Linear Transformations
1.4.13: Logarithms

1.4.14: Statistical Literacy

1.4.E: Introduction to Statistics (Exercises)

Contributors and Attributions

e Online Statistics Education: A Multimedia Course of Study (http://onlinestatbook.com/). Project Leader: David M. Lane, Rice
University.

This page titled 1.4: Introduction to Statistics is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane

via source content that was edited to the style and standards of the LibreTexts platform.
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1.4.1: What are Statistics?

Learning Objectives

e Describe the range of applications of statistics
o Identify situations in which statistics can be misleading
o Define "Statistics"

Statistics include numerical facts and figures. For instance:

o The largest earthquake measured 9.2 on the Richter scale.

e Men are at least 10 times more likely than women to commit murder.

e One in every 8 South Africans is HIV positive.

o By the year 2020, there will be 15 people aged 65 and over for every new baby born.

The study of statistics involves math and relies upon calculations of numbers. But it also relies heavily on how the numbers are
chosen and how the statistics are interpreted. For example, consider the following three scenarios and the interpretations based
upon the presented statistics. You will find that the numbers may be right, but the interpretation may be wrong. Try to identify a
major flaw with each interpretation before we describe it.

1) A new advertisement for Ben and Jerry's ice cream introduced in late May of last year resulted in a 30% increase in ice
cream sales for the following three months. Thus, the advertisement was effective.

A major flaw is that ice cream consumption generally increases in the months of June, July, and August regardless of
advertisements. This effect is called a history effect and leads people to interpret outcomes as the result of one variable when
another variable (in this case, one having to do with the passage of time) is actually responsible.

2) The more churches in a city, the more crime there is. Thus, churches lead to crime.

A major flaw is that both increased churches and increased crime rates can be explained by larger populations. In bigger cities,
there are both more churches and more crime. This problem, which we discuss in more detail in the section on Causation in
Chapter 6, refers to the third-variable problem. Namely, a third variable can cause both situations; however, people erroneously
believe that there is a causal relationship between the two primary variables rather than recognize that a third variable can cause
both.

3) 75% more interracial marriages are occurring this year than 25 years ago. Thus, our society accepts interracial marriages.

A major flaw is that we don't have the information that we need. What is the rate at which marriages are occurring? Suppose only
1% of marriages 25 years ago were interracial and so now 1.75% of marriages are interracial (1.75 is 75% higher than 1). But this
latter number is hardly evidence suggesting the acceptability of interracial marriages. In addition, the statistic provided does not
rule out the possibility that the number of interracial marriages has seen dramatic fluctuations over the years and this year is not the
highest. Again, there is simply not enough information to understand fully the impact of the statistics.

As a whole, these examples show that statistics are not only facts and figures; they are something more than that. In the broadest
sense, "statistics" refers to a range of techniques and procedures for analyzing, interpreting, displaying, and making decisions based
on data.

o Mikki Hebl

This page titled 1.4.1: What are Statistics? is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

o 1.1: What are Statistics? by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.2: Importance of Statistics

Learning Objectives

o Give examples of statistics encountered in everyday life
o Give examples of how statistics can lend credibility to an argument

Like most people, you probably feel that it is important to "take control of your life." But what does this mean? Partly, it means
being able to properly evaluate the data and claims that bombard you every day. If you cannot distinguish good from faulty
reasoning, then you are vulnerable to manipulation and to decisions that are not in your best interest. Statistics provides tools that
you need in order to react intelligently to information you hear or read. In this sense, statistics is one of the most important things
that you can study.

To be more specific, here are some claims that we have heard on several occasions. (We are not saying that each one of these
claims is true!)

e 4 out of 5 dentists recommend Dentine.

o Almost 85% of lung cancers in men and 45% in women are tobacco-related.

o Condoms are effective 94% of the time.

o Native Americans are significantly more likely to be hit crossing the street than are people of other ethnicities.
o People tend to be more persuasive when they look others directly in the eye and speak loudly and quickly.

o Women make 75 cents to every dollar a man makes when they work the same job.

e A surprising new study shows that eating egg whites can increase one's life span.

e People predict that it is very unlikely there will ever be another baseball player with a batting average over 400.
o There is an 80% chance that in a room full of 30 people that at least two people will share the same birthday.

o 79.48% of all statistics are made up on the spot.

All of these claims are statistical in character. We suspect that some of them sound familiar; if not, we bet that you have heard other
claims like them. Notice how diverse the examples are. They come from psychology, health, law, sports, business, etc. Indeed, data
and data interpretation show up in discourse from virtually every facet of contemporary life.

Statistics are often presented in an effort to add credibility to an argument or advice. You can see this by paying attention to
television advertisements. Many of the numbers thrown about in this way do not represent careful statistical analysis. They can be
misleading and push you into decisions that you might find cause to regret. For these reasons, learning about statistics is a long step
towards taking control of your life. (It is not, of course, the only step needed for this purpose.) The present textbook is designed to
help you learn statistical essentials. It will make you into an intelligent consumer of statistical claims.

You can take the first step right away. To be an intelligent consumer of statistics, your first reflex must be to question the statistics
that you encounter. The British Prime Minister Benjamin Disraeli is quoted by Mark Twain as having said, "There are three kinds
of lies -- lies, damned lies, and statistics." This quote reminds us why it is so important to understand statistics. So let us invite you
to reform your statistical habits from now on. No longer will you blindly accept numbers or findings. Instead, you will begin to
think about the numbers, their sources, and most importantly, the procedures used to generate them.

We have put the emphasis on defending ourselves against fraudulent claims wrapped up as statistics. We close this section on a
more positive note. Just as important as detecting the deceptive use of statistics is the appreciation of the proper use of statistics.
You must also learn to recognize statistical evidence that supports a stated conclusion. Statistics are all around you, sometimes used
well, sometimes not. We must learn how to distinguish the two cases.

o Mikki Hebl

This page titled 1.4.2: Importance of Statistics is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane
via source content that was edited to the style and standards of the LibreTexts platform.

e 1.2: Importance of Statistics by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.3: Descriptive Statistics

Learning Objectives

o Define "descriptive statistics"
o Distinguish between descriptive statistics and inferential statistics

Descriptive statistics are numbers that are used to summarize and describe data. The word "data" refers to the information that has
been collected from an experiment, a survey, a historical record, etc. (By the way, "data" is plural. One piece of information is
called a "datum.") If we are analyzing birth certificates, for example, a descriptive statistic might be the percentage of certificates
issued in New York State, or the average age of the mother. Any other number we choose to compute also counts as a descriptive
statistic for the data from which the statistic is computed. Several descriptive statistics are often used at one time, to give a full
picture of the data.

Descriptive statistics are just descriptive. They do not involve generalizing beyond the data at hand. Generalizing from our data to
another set of cases is the business of inferential statistics, which you'll be studying in another Section. Here we focus on (mere)
descriptive statistics. Some descriptive statistics are shown in Table 1.4.3.1 The table shows the average salaries for various
occupations in the United States in 1999. (Click here to see how much individuals with other occupations earn.)

Table 1.4.3.1: Average salaries for various occupations in 1999.

Salary Occupation
$112,760 pediatricians
$106,130 dentists
$100,090 podiatrists
$ 76,140 physicists
$ 53,410 architects
$ 49,720 school, clinical, and counseling psychologists
$47,910 flight attendants
$ 39,560 elementary school teachers
$ 38,710 police officers
$ 18,980 floral designers

Descriptive statistics like these offer insight into American society. It is interesting to note, for example, that we pay the people
who educate our children and who protect our citizens a great deal less than we pay people who take care of our feet or our teeth.

For more descriptive statistics, consider Table 1.4.3.2which shows the number of unmarried men per 100 unmarried women in
U.S. Metro Areas in 1990. From this table we see that men outnumber women most in Jacksonville, NC, and women outnumber
men most in Sarasota, FL. You can see that descriptive statistics can be useful if we are looking for an opposite-sex partner! (These
data come from the Information Please Almanac.)

Table 1.4.3.2: Number of unmarried men per 100 unmarried women in U.S. Metro Areas in 1990.

Cities with mostly men Men per 100 Women Cities with mostly women Men per 100 Women
1. Jacksonville, NC 224 1. Sarasota, FL 66
2. Killeen-Temple, TX 123 2. Bradenton, FL. 68
3. Fayetteville, NC 118 3. Altoona, PA 69
4. Brazoria, TX 117 4. Springfield, IL 70
5. Lawton, OK 116 5. Jacksonville, TN 70
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Cities with mostly men Men per 100 Women Cities with mostly women Men per 100 Women
6. State College, PA 113 6. Gadsden, AL 70
7. Clarksville-Hopkinsville, 13 7. Wheeling, WV 70
TN-KY
8. Anchorage, Alaska 112 8. Charleston, WV 71
9. Salinas-Seaside-Mont
alnas-oeasice-lonterey, 112 9. St. Joseph, MO 71
CA
10. Bryan-College Station, TX 111 10. Lynchburg, VA 71

NOTE: Unmarried includes never-married, widowed, and divorced persons, 15 years or older.

These descriptive statistics may make us ponder why the numbers are so disparate in these cities. One potential explanation, for
instance, as to why there are more women in Florida than men may involve the fact that elderly individuals tend to move down to
the Sarasota region and that women tend to outlive men. Thus, more women might live in Sarasota than men. However, in the
absence of proper data, this is only speculation.

You probably know that descriptive statistics are central to the world of sports. Every sporting event produces numerous statistics
such as the shooting percentage of players on a basketball team. For the Olympic marathon (a foot race of 26.2 miles), we possess
data that cover more than a century of competition. (The first modern Olympics took place in 1896.) Table 1.4.3.3 shows the
winning times for both men and women (the latter have only been allowed to compete since 1984).

Table 1.4.3.3: Winning Olympic marathon times.

Women

Year Winner Country Time

1984 Joan Benoit USA 2:24:52
1988 Rosa Mota POR 2:25:40
1992 Valentina Yegorova uT 2:32:41
1996 Fatuma Roba ETH 2:26:05
2000 Naoko Takahashi JPN 2:23:14
2004 Mizuki Noguchi JPN 2:26:20

Men

Year Winner Country Time

1896 Spiridon Louis GRE 2:58:50
1900 Michel Theato FRA 2:59:45
1904 Thomas Hicks USA 3:28:53
1906 Billy Sherring CAN 2:51:23
1908 Johnny Hayes USA 2:55:18
1912 Kenneth McArthur S. Afr. 2:36:54
1920 Hannes Kolehmainen FIN 2:32:35
1924 Albin Stenroos FIN 2:41:22
1928 Boughra El Ouafi FRA 2:32:57
1932 Juan Carlos Zabala ARG 2:31:36
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Women
1936 Sohn Kee-Chung JPN 2:29:19
1948 Delfo Cabrera ARG 2:34:51
1952 Emil Ztopek CZE 2:23:03
1956 Alain Mimoun FRA 2:25:00
1960 Abebe Bikila ETH 2:15:16
1964 Abebe Bikila ETH 2:12:11
1968 Mamo Wolde ETH 2:20:26
1972 Frank Shorter USA 2:12:19
1976 Waldemar Cierpinski E.Ger 2:09:55
1980 Waldemar Cierpinski E.Ger 2:11:03
1984 Carlos Lopes POR 2:09:21
1988 Gelindo Bordin ITA 2:10:32
1992 Hwang Young-Cho S. Kor 2:13:23
1996 Josia Thugwane S. Afr. 2:12:36
2000 Gezahenge Abera ETH 2:10.10
2004 Stefano Baldini ITA 2:10:55

There are many descriptive statistics that we can compute from the data in the table. To gain insight into the improvement in speed
over the years, let us divide the men's times into two pieces, namely, the first 13 races (up to 1952) and the second 13 (starting
from 1956). The mean winning time for the first 13 races is 2 hours, 44 minutes, and 22 seconds (written 2 : 44 : 22). The mean
winning time for the second 13 races is 2 : 13 : 18. This is quite a difference (over half an hour). Does this prove that the fastest
men are running faster? Or is the difference just due to chance, no more than what often emerges from chance differences in
performance from year to year? We can't answer this question with descriptive statistics alone. All we can affirm is that the two
means are "suggestive."

Examining Table 3 leads to many other questions. We note that Takahashi (the lead female runner in 2000) would have beaten the
male runner in 1956 and all male runners in the first 12 marathons. This fact leads us to ask whether the gender gap will close or
remain constant. When we look at the times within each gender, we also wonder how much they will decrease (if at all) in the next
century of the Olympics. Might we one day witness a sub-2 hour marathon? The study of statistics can help you make reasonable
guesses about the answers to these questions.

o Mikki Hebl

This page titled 1.4.3: Descriptive Statistics is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane
via source content that was edited to the style and standards of the LibreTexts platform.
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1.4.4: Inferential Statistics

Learning Objectives

o Distinguish between a sample and a population

o Define inferential statistics

o Identify biased samples

o Distinguish between simple random sampling and stratified sampling
o Distinguish between random sampling and random assignment

Populations and samples

In statistics, we often rely on a sample, that is, a small subset of a larger set of data, to draw inferences about the larger set. The
larger set is known as the population from which the sample is drawn.

Example 1.4.4.1

You have been hired by the National Election Commission to examine how the American people feel about the fairness of the
voting procedures in the U.S. Whom will you ask?

It is not practical to ask every single American how he or she feels about the fairness of the voting procedures. Instead, we query a
relatively small number of Americans, and draw inferences about the entire country from their responses. The Americans actually
queried constitute our sample of the larger population of all Americans. The mathematical procedures whereby we convert
information about the sample into intelligent guesses about the population fall under the rubric of inferential statistics.

A sample is typically a small subset of the population. In the case of voting attitudes, we would sample a few thousand Americans
drawn from the hundreds of millions that make up the country. In choosing a sample, it is therefore crucial that it not over-represent
one kind of citizen at the expense of others. For example, something would be wrong with our sample if it happened to be made up
entirely of Florida residents. If the sample held only Floridians, it could not be used to infer the attitudes of other Americans. The
same problem would arise if the sample were comprised only of Republicans. Inferential statistics are based on the assumption that
sampling is random. We trust a random sample to represent different segments of society in close to the appropriate proportions
(provided the sample is large enough; see below).

Example 1.4.4.2

We are interested in examining how many math classes have been taken on average by current graduating seniors at American
colleges and universities during their four years in school. Whereas our population in the last example included all US citizens,
now it involves just the graduating seniors throughout the country. This is still a large set since there are thousands of colleges
and universities, each enrolling many students. (New York University, for example, enrolls 48, 000 students.) It would be
prohibitively costly to examine the transcript of every college senior. We therefore take a sample of college seniors and then
make inferences to the entire population based on what we find. To make the sample, we might first choose some public and
private colleges and universities across the United States. Then we might sample 50 students from each of these institutions.
Suppose that the average number of math classes taken by the people in our sample were 3.2. Then we might speculate that 3.2
approximates the number we would find if we had the resources to examine every senior in the entire population. But we must
be careful about the possibility that our sample is non-representative of the population. Perhaps we chose an overabundance of
math majors, or chose too many technical institutions that have heavy math requirements. Such bad sampling makes our
sample unrepresentative of the population of all seniors.

To solidify your understanding of sampling bias, consider the following example. Try to identify the population and the sample,
and then reflect on whether the sample is likely to yield the information desired.
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Example 1.4.4.3

A substitute teacher wants to know how students in the class did on their last test. The teacher asks the 10 students sitting in
the front row to state their latest test score. He concludes from their report that the class did extremely well. What is the
sample? What is the population? Can you identify any problems with choosing the sample in the way that the teacher did?

In Example 1.4.4.3 the population consists of all students in the class. The sample is made up of just the 10 students sitting in the
front row. The sample is not likely to be representative of the population. Those who sit in the front row tend to be more interested
in the class and tend to perform higher on tests. Hence, the sample may perform at a higher level than the population.

Example 1.4.4.4

A coach is interested in how many cartwheels the average college freshmen at his university can do. Eight volunteers from the
freshman class step forward. After observing their performance, the coach concludes that college freshmen can do an average
of 16 cartwheels in a row without stopping.

In Example 1.4.4.4 the population is the class of all freshmen at the coach's university. The sample is composed of the 8
volunteers. The sample is poorly chosen because volunteers are more likely to be able to do cartwheels than the average freshman;
people who cannot do cartwheels probably did not volunteer! In the example, we are also not told of the gender of the volunteers.
Were they all women, for example? That might affect the outcome, contributing to the non-representative nature of the sample (if
the school is co-ed). Sampling Bias is Discussed in More Detail Here

Simple Random Sampling

Researchers adopt a variety of sampling strategies. The most straightforward is simple random sampling. Such sampling requires
every member of the population to have an equal chance of being selected into the sample. In addition, the selection of one member
must be independent of the selection of every other member. That is, picking one member from the population must not increase or
decrease the probability of picking any other member (relative to the others). In this sense, we can say that simple random sampling
chooses a sample by pure chance. To check your understanding of simple random sampling, consider the following example. What
is the population? What is the sample? Was the sample picked by simple random sampling? Is it biased?

Example 1.4.4.5

A research scientist is interested in studying the experiences of twins raised together versus those raised apart. She obtains a
list of twins from the National Twin Registry, and selects two subsets of individuals for her study. First, she chooses all those in
the registry whose last name begins with Z. Then she turns to all those whose last name begins with B. Because there are so
many names that start with B, however, our researcher decides to incorporate only every other name into her sample. Finally,
she mails out a survey and compares characteristics of twins raised apart versus together.

In Example 1.4.4.5 the population consists of all twins recorded in the National Twin Registry. It is important that the researcher
only make statistical generalizations to the twins on this list, not to all twins in the nation or world. That is, the National Twin
Registry may not be representative of all twins. Even if inferences are limited to the Registry, a number of problems affect the
sampling procedure we described. For instance, choosing only twins whose last names begin with Z does not give every individual
an equal chance of being selected into the sample. Moreover, such a procedure risks over-representing ethnic groups with many
surnames that begin with Z. There are other reasons why choosing just the Z’s may bias the sample. Perhaps such people are more
patient than average because they often find themselves at the end of the line! The same problem occurs with choosing twins whose
last name begins with B. An additional problem for the B's is that the “every-other-one” procedure disallowed adjacent names on
the B part of the list from being both selected. Just this defect alone means the sample was not formed through simple random
sampling.

Sample size matters

Recall that the definition of a random sample is a sample in which every member of the population has an equal chance of being
selected. This means that the sampling procedure rather than the results of the procedure define what it means for a sample to be
random. Random samples, especially if the sample size is small, are not necessarily representative of the entire population. For
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example, if a random sample of 20 subjects were taken from a population with an equal number of males and females, there would
be a nontrivial probability (0.06) that 70% or more of the sample would be female. (To see how to obtain this probability, see the
section on the binomial distribution.) Such a sample would not be representative, although it would be drawn randomly. Only a
large sample size makes it likely that our sample is close to representative of the population. For this reason, inferential statistics
take into account the sample size when generalizing results from samples to populations. In later chapters, you'll see what kinds of
mathematical techniques ensure this sensitivity to sample size.

More complex sampling

Sometimes it is not feasible to build a sample using simple random sampling. To see the problem, consider the fact that both Dallas
and Houston are competing to be hosts of the 2012 Olympics. Imagine that you are hired to assess whether most Texans prefer
Houston to Dallas as the host, or the reverse. Given the impracticality of obtaining the opinion of every single Texan, you must
construct a sample of the Texas population. But now notice how difficult it would be to proceed by simple random sampling. For
example, how will you contact those individuals who don’t vote and don’t have a phone? Even among people you find in the
telephone book, how can you identify those who have just relocated to California (and had no reason to inform you of their move)?
What do you do about the fact that since the beginning of the study, an additional 4, 212 people took up residence in the state of
Texas? As you can see, it is sometimes very difficult to develop a truly random procedure. For this reason, other kinds of sampling
techniques have been devised. We now discuss two of them.

Random Assignment

In experimental research, populations are often hypothetical. For example, in an experiment comparing the effectiveness of a new
anti-depressant drug with a placebo, there is no actual population of individuals taking the drug. In this case, a specified population
of people with some degree of depression is defined and a random sample is taken from this population. The sample is then
randomly divided into two groups; one group is assigned to the treatment condition (drug) and the other group is assigned to the
control condition (placebo). This random division of the sample into two groups is called random assignment. Random assignment
is critical for the validity of an experiment. For example, consider the bias that could be introduced if the first 20 subjects to show
up at the experiment were assigned to the experimental group and the second 20 subjects were assigned to the control group. It is
possible that subjects who show up late tend to be more depressed than those who show up early, thus making the experimental
group less depressed than the control group even before the treatment was administered.

In experimental research of this kind, failure to assign subjects randomly to groups is generally more serious than having a non-
random sample. Failure to randomize (the former error) invalidates the experimental findings. A non-random sample (the latter
error) simply restricts the generalizability of the results.

Stratified Sampling

Since simple random sampling often does not ensure a representative sample, a sampling method called stratified random sampling
is sometimes used to make the sample more representative of the population. This method can be used if the population has a
number of distinct "strata" or groups. In stratified sampling, you first identify members of your sample who belong to each group.
Then you randomly sample from each of those subgroups in such a way that the sizes of the subgroups in the sample are
proportional to their sizes in the population.

Let's take an example: Suppose you were interested in views of capital punishment at an urban university. You have the time and
resources to interview 200 students. The student body is diverse with respect to age; many older people work during the day and
enroll in night courses (average age is 39), while younger students generally enroll in day classes (average age of 19). It is possible
that night students have different views about capital punishment than day students. If 70% of the students were day students, it
makes sense to ensure that 70% of the sample consisted of day students. Thus, your sample of 200 students would consist of 140
day students and 60 night students. The proportion of day students in the sample and in the population (the entire university) would
be the same. Inferences to the entire population of students at the university would therefore be more secure.

o Mikki Hebl and David Lane

This page titled 1.4.4: Inferential Statistics is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

o 1.4: Inferential Statistics by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.5: Sampling Demonstration

Learning Objectives

o Distinguish between simple random sampling and stratified sampling.
o Describe how often random and stratified sampling give exactly the same result.

Review of Sampling
Instructions

The sampling simulation uses a population of 100 animals: 60 lions, 30 turtles, 10 rabbits.

Options
& Random sample: This option allows you to draw a sample of 10 animals at a time with each animal having an equal chance of being
selected.

" stratiied sample: This option allows you to draw a sample of 10 animals at a time, with each number of animals from a group being
proportional to their group’s size of the population.

Simulation Results

Figure 1.4.5.1: Simulation Results

The number of animals chosen from each group when a sample is drawn is shown next to the picture of the animal.

When you give it a try

Random Sampling
¢ Begin by leaving the & random sample Option selected.
e Click on the [ select 10 Animals | button, 10 animals will be selected out of the population.

Note: The animals become highlighted in blue and a number count of each animal selected will be listed by each animal image.

 Each time you push the button, another sample will be drawn and the new tally will be shown on the right side
of the previous sample.

« You should get different tally results for each animal as you select [ select 10 animals |, however the computer may give you the
same number drawn from an animal category every now and then.

Stratified Sample
Note: Your animals should become highlighted in blue and a number count should be listed by each animal image.
o Click on the button, to clear the simulation.

e Select the  stratiied Sampleoption.

e Click on the button a few times.
e Asyou get a new tally for every button, notice that the number of animals stays the same, but the animals

selected are not always the same animals.
lllustrated Instructions

The opening screen of the sampling simulation displays all 100 animals in the population. You can select between a random sample
and a stratified sample directly below the population and then generate a sample of ten animals.
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' Random Sample

Reset
 Stratified Sample Sample 10 animals Reset

Number of animals choosen at each sample time:

Figure 1.4.5.2: Sample Choices

Below is an example of a random sample. Notice that animals selected are highlighted in the population and the total number of
animals selected from each category is listed at the bottom of the simulation.

Mumber of animals choosen at each sample time:
:
E -

3

Figure 1.4.5.3: Random Sample

This page titled 1.4.5: Sampling Demonstration is shared under a Public Domain license and was authored, remixed, and/or curated by David

Lane via source content that was edited to the style and standards of the LibreTexts platform.

o 1.5: Sampling Demonstration by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.6: Variables

Learning Objectives

e Define and distinguish between independent and dependent variables
o Define and distinguish between discrete and continuous variables
o Define and distinguish between qualitative and quantitative variables

Independent and Dependent variables

Variables are properties or characteristics of some event, object, or person that can take on different values or amounts (as opposed
to constants such as 7 that do not vary). When conducting research, experimenters often manipulate variables. For example, an
experimenter might compare the effectiveness of four types of antidepressants. In this case, the variable is "type of antidepressant."
When a variable is manipulated by an experimenter, it is called an independent variable. The experiment seeks to determine the
effect of the independent variable on relief from depression. In this example, relief from depression is called a dependent variable.
In general, the independent variable is manipulated by the experimenter and its effects on the dependent variable are measured.

Example 1.4.6.1

Can blueberries slow down aging? A study indicates that antioxidants found in blueberries may slow down the process of
aging. In this study, 19-month-old rats (equivalent to 60-year-old humans) were fed either their standard diet or a diet
supplemented by either blueberry, strawberry, or spinach powder. After eight weeks, the rats were given memory and motor
skills tests. Although all supplemented rats showed improvement, those supplemented with blueberry powder showed the most
notable improvement.

a. What is the independent variable?
b. What are the dependent variables?

Solution

a. dietary supplement: none, blueberry, strawberry, and spinach
b. memory test and motor skills test

More information on the blueberry study

Example 1.4.6.2

Does beta-carotene protect against cancer? Beta-carotene supplements have been thought to protect against cancer. However, a
study published in the Journal of the National Cancer Institute suggests this is false. The study was conducted with 39,000
women aged 45 and up. These women were randomly assigned to receive a beta-carotene supplement or a placebo, and their
health was studied over their lifetime. Cancer rates for women taking the beta-carotene supplement did not differ
systematically from the cancer rates of those women taking the placebo.

a. What is the independent variable?
b. What is the dependent variable?

Solution

a. supplements: beta-carotene or placebo
b. occurrence of cancer

Example 1.4.6.3

How bright is right? An automobile manufacturer wants to know how bright brake lights should be in order to minimize the
time required for the driver of a following car to realize that the car in front is stopping and to hit the brakes.

a. What is the independent variable?
b. What is the dependent variable?
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Solution

a. brightness of brake lights
b. time to hit brakes

Levels of an Independent Variable: Experiments and Controls

If an experiment compares an experimental treatment with a control treatment, then the independent variable (type of
treatment) has two levels: experimental and control. If an experiment were comparing five types of diets, then the independent
variable (type of diet) would have five levels. In general, the number of levels of an independent variable is the number of
experimental conditions.

Qualitative and Quantitative Variables

An important distinction between variables is between qualitative variables and quantitative variables. Qualitative variables are
those that express a qualitative attribute such as hair color, eye color, religion, favorite movie, gender, and so on. The values of a
qualitative variable do not imply a numerical ordering. Values of the variable “religion” differ qualitatively; no ordering of
religions is implied. Qualitative variables are sometimes referred to as categorical variables. Quantitative variables are those
variables that are measured in terms of numbers. Some examples of quantitative variables are height, weight, and shoe size.

In the study on the effect of diet discussed in Example 1.4.6.1, the independent variable was type of supplement: none, strawberry,
blueberry, and spinach. The variable "type of supplement" is a qualitative variable; there is nothing quantitative about it. In
contrast, the dependent variable "memory test" is a quantitative variable since memory performance was measured on a
quantitative scale (number correct).

Discrete and Continuous Variables

Variables such as number of children in a household are called discrete variables since the possible scores are discrete points on the
scale. For example, a household could have three children or six children, but not 4.53 children. Other variables such as "time to
respond to a question" are continuous variables since the scale is continuous and not made up of discrete steps. The response time
could be 1.64 seconds, or it could be 1.64237123922121seconds. Of course, the practicalities of measurement preclude most
measured variables from being truly continuous.

Contributors and Attributions
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e Heidi Ziemer
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1.4.7: Percentiles

Learning Objectives

e Define percentiles
o Use three formulas for computing percentiles

A test score in and of itself is usually difficult to interpret. For example, if you learned that your score on a measure of shyness was
35 out of a possible 50, you would have little idea how shy you are compared to other people. More relevant is the percentage of
people with lower shyness scores than yours. This percentage is called a percentile. If 65% of the scores were below yours, then
your score would be the 65" percentile.

Two Simple Definitions of Percentile

5th 5th

There is no universally accepted definition of a percentile. Using the 65" percentile as an example, the 65" percentile can be
defined as the lowest score that is greater than 65% of the scores. This is the way we defined it above and we will call this "
Definition 1." The 65" percentile can also be defined as the smallest score that is greater than or equal to 65% of the scores. This
we will call "Definition 2." Unfortunately, these two definitions can lead to dramatically different results, especially when there is
relatively little data. Moreover, neither of these definitions is explicit about how to handle rounding. For instance, what rank is
required to be higher than 65% of the scores when the total number of scores is 50? This is tricky because 65% of 50 is 32.5. How
do we find the lowest number that is higher than 32.5 of the scores? A third way to compute percentiles (presented below) is a
weighted average of the percentiles computed according to the first two definitions. This third definition handles rounding more
gracefully than the other two and has the advantage that it allows the median to be defined conveniently as the 50" percentile.

Third Definition

Unless otherwise specified, when we refer to "percentile," we will be referring to this third definition of percentiles. Let's begin
with an example. Consider the 25 percentile for the 8 numbers in Table 1.4.7.1 Notice the numbers are given ranks ranging from
1 for the lowest number to 8 for the highest number.

Table 1.4.7.1: Test Scores.
Number 3 5 7 8 9 11 13 15

Rank 1 2 3 4 5 6 7 8

The first step is to compute the rank (R) of the 25" percentile. This is done using the following formula:
R=P/100 x (N +1) (1.4.7.1)
where P is the desired percentile (25 in this case) and IV is the number of numbers (8 in this case). Therefore,
R=25/100x (8+1)=9/4=2.25 (1.4.7.2)
If R is an integer, the P™ percentile is the number with rank R. When R is not an integer, we compute the P* percentile by
interpolation as follows:

1. Define IR as the integer portion of R (the number to the left of the decimal point). For this example, IR = 2.

2. Define F'R as the fractional portion of R. For this example, F'R = 0.25.

3. Find the scores with Rank I R and with Rank IR+ 1. For this example, this means the score with Rank 2 and the score with
Rank 3. The scores are 5 and 7.

4. Interpolate by multiplying the difference between the scores by F'R and add the result to the lower score. For these data, this is
(0.25)(7—5)+5=5.5.

Therefore, the 25™ percentile is 5.5. If we had used the first definition (the smallest score greater than 25% of the scores), the 25t
percentile would have been 7. If we had used the second definition (the smallest score greater than or equal to 25% of the scores),
the 25 percentile would have been 5.

For a second example, consider the 20 quiz scores shown in Table 1.4.7.2
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Table 1.4.7.2: 20 Quiz Scores.

We will compute the 25" and the 85™ percentiles. For the 25",
R=25/100 % (20+1)=21/4=5.25 (1.4.7.3)
IR=5and FR=0.25 (1.4.7.4)

Since the score with a rank of TR (which is 5) and the score with a rank of TR+ 1 (which is 6) are both equal to 5, the 25
percentile is 5. In terms of the formula:

25" percentile = (0.25) x (5 —5) +5 =5 (1.4.7.5)

For the 85™ percentile,
R=285/100 x (20 +1) = 17.85. (1.4.7.6)
IR=17 and FR=0.85 (1.4.7.7)

Caution: F'R does not generally equal the percentile to be computed as it does here.

The score with a rank of 17 is 9 and the score with a rank of 18 is 10. Therefore, the 85" percentile is:

(0.85)(10—-9)+9 =9.85 (1.4.7.8)

Consider the 50" percentile of the numbers 2, 3,5, 9.
R=50/100x (4+1)=2.5 (1.4.7.9)
IR=2and FR=0.5 (1.4.7.10)

The score with a rank of IR is 3 and the score with a rank of IR+ 1 is 5. Therefore, the 50" percentile is:
(0.5)(5—3)+3=4 (1.4.7.11)
Finally, consider the 50 percentile of the numbers 2, 3,5,9, 11
R=50/100x (54+1)=3 (1.4.7.12)
IR=3and FR=0 (1.4.7.13)

Whenever FR = 0, you simply find the number with rank I R. In this case, the third number is equal to 5, so the 50" percentile is
5. You will also get the right answer if you apply the general formula:

50™ percentile = (0.00)(9 —5) +5 =5 (1.4.7.14)
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1.4.8: Levels of Measurement

Learning Objectives

e Define and distinguish among nominal, ordinal, interval, and ratio scales

o Identify a scale type

o Discuss the type of scale used in psychological measurement

o Give examples of errors that can be made by failing to understand the proper use of measurement scales

Types of Scales

Before we can conduct a statistical analysis, we need to measure our dependent variable. Exactly how the measurement is carried
out depends on the type of variable involved in the analysis. Different types are measured differently. To measure the time taken to
respond to a stimulus, you might use a stop watch. Stop watches are of no use, of course, when it comes to measuring someone's
attitude towards a political candidate. A rating scale is more appropriate in this case (with labels like "very favorable," "somewhat
favorable," etc.). For a dependent variable such as "favorite color," you can simply note the color-word (like "red") that the subject
offers.

Although procedures for measurement differ in many ways, they can be classified using a few fundamental categories. In a given
category, all of the procedures share some properties that are important for you to know about. The categories are called "scale
types," or just "scales," and are described in this section.

Nominal scales

When measuring using a nominal scale, one simply names or categorizes responses. Gender, handedness, favorite color, and
religion are examples of variables measured on a nominal scale. The essential point about nominal scales is that they do not imply
any ordering among the responses. For example, when classifying people according to their favorite color, there is no sense in
which green is placed "ahead of" blue. Responses are merely categorized. Nominal scales embody the lowest level of
measurement.

Ordinal scales

A researcher wishing to measure consumers' satisfaction with their microwave ovens might ask them to specify their feelings as
either "very dissatisfied," "somewhat dissatisfied," "somewhat satisfied," or "very satisfied." The items in this scale are ordered,
ranging from least to most satisfied. This is what distinguishes ordinal from nominal scales. Unlike nominal scales, ordinal scales
allow comparisons of the degree to which two subjects possess the dependent variable. For example, our satisfaction ordering
makes it meaningful to assert that one person is more satisfied than another with their microwave ovens. Such an assertion reflects
the first person's use of a verbal label that comes later in the list than the label chosen by the second person.

On the other hand, ordinal scales fail to capture important information that will be present in the other scales we examine. In
particular, the difference between two levels of an ordinal scale cannot be assumed to be the same as the difference between two
other levels. In our satisfaction scale, for example, the difference between the responses "very dissatisfied" and "somewhat
dissatisfied" is probably not equivalent to the difference between "somewhat dissatisfied" and "somewhat satisfied." Nothing in our
measurement procedure allows us to determine whether the two differences reflect the same difference in psychological
satisfaction. Statisticians express this point by saying that the differences between adjacent scale values do not necessarily represent
equal intervals on the underlying scale giving rise to the measurements. (In our case, the underlying scale is the true feeling of
satisfaction, which we are trying to measure.)

What if the researcher had measured satisfaction by asking consumers to indicate their level of satisfaction by choosing a number
from one to four? Would the difference between the responses of one and two necessarily reflect the same difference in satisfaction
as the difference between the responses two and three? The answer is No. Changing the response format to numbers does not
change the meaning of the scale. We still are in no position to assert that the mental step from 1 to 2 (for example) is the same as
the mental step from 3 to 4.
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Interval scales

Interval scales are numerical scales in which intervals have the same interpretation throughout. As an example, consider the
Fahrenheit scale of temperature. The difference between 30 degrees and 40 degrees represents the same temperature difference as
the difference between 80 degrees and 90 degrees. This is because each 10-degree interval has the same physical meaning (in terms
of the kinetic energy of molecules).

Interval scales are not perfect, however. In particular, they do not have a true zero point even if one of the scaled values happens to
carry the name "zero." The Fahrenheit scale illustrates the issue. Zero degrees Fahrenheit does not represent the complete absence
of temperature (the absence of any molecular kinetic energy). In reality, the label "zero" is applied to its temperature for quite
accidental reasons connected to the history of temperature measurement. Since an interval scale has no true zero point, it does not
make sense to compute ratios of temperatures. For example, there is no sense in which the ratio of 40 to 20 degrees Fahrenheit is
the same as the ratio of 100to 50 degrees; no interesting physical property is preserved across the two ratios. After all, if the "zero"
label were applied at the temperature that Fahrenheit happens to label as 10 degrees, the two ratios would instead be 30 to 10 and
90 to 40, no longer the same! For this reason, it does not make sense to say that 80 degrees is "twice as hot" as 40 degrees. Such a
claim would depend on an arbitrary decision about where to "start" the temperature scale, namely, what temperature to call zero
(whereas the claim is intended to make a more fundamental assertion about the underlying physical reality).

Ratio scales

The ratio scale of measurement is the most informative scale. It is an interval scale with the additional property that its zero
position indicates the absence of the quantity being measured. You can think of a ratio scale as the three earlier scales rolled up in
one. Like a nominal scale, it provides a name or category for each object (the numbers serve as labels). Like an ordinal scale, the
objects are ordered (in terms of the ordering of the numbers). Like an interval scale, the same difference at two places on the scale
has the same meaning. And in addition, the same ratio at two places on the scale also carries the same meaning.

The Fahrenheit scale for temperature has an arbitrary zero point and is therefore not a ratio scale. However, zero on the Kelvin
scale is absolute zero. This makes the Kelvin scale a ratio scale. For example, if one temperature is twice as high as another as
measured on the Kelvin scale, then it has twice the kinetic energy of the other temperature.

Another example of a ratio scale is the amount of money you have in your pocket right now (25 cents, 55 cents, etc.). Money is
measured on a ratio scale because, in addition to having the properties of an interval scale, it has a true zero point: if you have zero
money, this implies the absence of money. Since money has a true zero point, it makes sense to say that someone with 50 cents has
twice as much money as someone with 25 cents (or that Bill Gates has a million times more money than you do).

What level of measurement is used for psychological variables?

Rating scales are used frequently in psychological research. For example, experimental subjects may be asked to rate their level of
pain, how much they like a consumer product, their attitudes about capital punishment, their confidence in an answer to a test
question. Typically these ratings are made on a 5-point or a 7-point scale. These scales are ordinal scales since there is no assurance
that a given difference represents the same thing across the range of the scale. For example, there is no way to be sure that a
treatment that reduces pain from a rated pain level of 3 to a rated pain level of 2 represents the same level of relief as a treatment
that reduces pain from a rated pain level of 7 to a rated pain level of 6.

In memory experiments, the dependent variable is often the number of items correctly recalled. What scale of measurement is this?
You could reasonably argue that it is a ratio scale. First, there is a true zero point: some subjects may get no items correct at all.
Moreover, a difference of one represents a difference of one item recalled across the entire scale. It is certainly valid to say that
someone who recalled 12 items recalled twice as many items as someone who recalled only 6 items.

But number-of-items recalled is a more complicated case than it appears at first. Consider the following example in which subjects
are asked to remember as many items as possible from a list of 10. Assume that (a) there are 5 easy items and 5 difficult items, (b)
half of the subjects are able to recall all the easy items and different numbers of difficult items, while (c) the other half of the
subjects are unable to recall any of the difficult items but they do remember different numbers of easy items. Some sample data are
shown below.

Table 1.4.8.1

Subject Easy Items Difficult Items Score
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Subject Easy Items Difficult Items Score
A 0 0 1 1 0 0 0 0 0 0 2
B 1 0 1 1 0 0 0 0 0 0 3
C 1 1 1 1 1 1 1 0 0 0 7
D 1 1 1 1 1 0 1 1 0 1 8

Let's compare (1) the difference between Subject A’s score of 2 and Subject B's score of 3 with (2) the difference between Subject
C's score of 7 and Subject D's score of 8. The former difference is a difference of one easy item; the latter difference is a
difference of one difficult item. Do these two differences necessarily signify the same difference in memory? We are inclined to
respond "No" to this question since only a little more memory may be needed to retain the additional easy item whereas a lot more
memory may be needed to retain the additional hard item. The general point is that it is often inappropriate to consider
psychological measurement scales as either interval or ratio.

Consequences of level of measurement

Why are we so interested in the type of scale that measures a dependent variable? The crux of the matter is the relationship between
the variable's level of measurement and the statistics that can be meaningfully computed with that variable. For example, consider a
hypothetical study in which 5 children are asked to choose their favorite color from blue, red, yellow, green, and purple. The
researcher codes the results as follows:

Table 1.4.8.2
Color Code
Blue 1
Red 2
Yellow 3
Green 4
Purple S

This means that if a child said her favorite color was "Red," then the choice was coded as "2," if the child said her favorite color
was "Purple,"” then the response was coded as 5, and so forth. Consider the following hypothetical data:

Table 1.4.8.3
Subject Color Code
1 Blue 1
2 Blue 1
3 Green 4
4 Green 4
5 Purple 5

Each code is a number, so nothing prevents us from computing the average code assigned to the children. The average happens to
be 3, but you can see that it would be senseless to conclude that the average favorite color is yellow (the color with a code of 3).
Such nonsense arises because favorite color is a nominal scale, and taking the average of its numerical labels is like counting the
number of letters in the name of a snake to see how long the beast is.
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Does it make sense to compute the mean of numbers measured on an ordinal scale? This is a difficult question, one that statisticians
have debated for decades. You will be able to explore this issue yourself in a simulation shown in the next section and reach your
own conclusion. The prevailing (but by no means unanimous) opinion of statisticians is that for almost all practical situations, the
mean of an ordinally-measured variable is a meaningful statistic. However, as you will see in the simulation, there are extreme
situations in which computing the mean of an ordinally-measured variable can be very misleading.

Contributors and Attributions

e Online Statistics Education: A Multimedia Course of Study (http://onlinestatbook.com/). Project Leader: David M. Lane, Rice
University.

e Dan Osherson and David M. Lane

This page titled 1.4.8: Levels of Measurement is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane
via source content that was edited to the style and standards of the LibreTexts platform.

o 1.8: Levels of Measurement by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.9: Measurements

Learning Objectives

e Understand what it means for a scale to be ordinal and its relationship to interval scales.
o Determine whether an investigator can be misled by computing the means of an ordinal scale.

Instructions

This is a demonstration of a very complex issue. Experts in the field disagree on how to interpret differences on an ordinal scale, so
do not be discouraged if it takes you a while to catch on. In this demonstration you will explore the relationship between interval

and ordinal scales. The demonstration is based on two brands of baked goods.

Data Set The difference between the mean amount of sugar for the two
brands is 5. There is nothing out ofthe ardinary about the
Seia et T distributions.
Interval Scores Ratings
Brand 1 Brand 2 Brand 1 Brand 2
38.0 -~ |420 - 4 - [z 7
40.0 ] 470 1 3 pL
42.0 520 1 3
420 53.0 2 3
450 53.0 2 3
47.0 -| |40 | k! 3
50.0 = 540 3 3 = I3 =
50.0 55.0 3 4
55.0 57.0 4 4
58.0 58.0 4 4
60.0 | |s1o A 4 4
81.0 62.0 4 L4 |5 | 3
62.0 v 670 = 52 ¥
Means Means
50.00 55.00 254 323
Move the vertical lines below to change your scale:
— ——
37 43 49 56 62 63

Figure 1.4.9.1: Interval scores and Ratings for two brands

The data on the left side labeled "interval scores" shows the amount of sugar in each of 12 products. The column labeled "
Brand 1" contains the sugar content of each of 12 brand-one products. The second column ("Brand 1") shows the sugar content
of the brand-two products. The amount of sugar is measured on an interval scale.

A rater tastes each of the products and rates them on a 5-point "sweetness" scale. Rating scales are typically ordinal rather than
interval.

The scale at the bottom shows the "mapping" of sugar content onto the ratings. Sugar content between 37 and 43 is rated as 1,
between 43 and 49, 2, etc. Therefore, the difference between a rating of 1 and a rating of 2 represents, on average a "sugar
difference" of 6. A difference between a rating of 2 and a rating of 3 also represents, on average a "sugar difference" of 6. The
original ratings are rounded off and displayed are on an interval scale. It is likely that rater's ratings would not be on an interval
scale. You can change the cutoff points between ratings by moving the vertical lines with the mouse. As you change these cutoffs,
the ratings change automatically. For example, you might see what the ratings would look like if people did not consider something
very sweet (rating of 5) unless it was very very sweet.

The mean amount of sugar in Data Set 1 is 50 for the first brand and 55 for the second brand. The obvious conclusion is that, on
average, the second brand is sweeter than the first. However, pretend that you only had the ratings to go by and were not aware of
the actual amounts of sugar. Would you reach the correct decision if you compared the mean ratings of the two brands. Change the
cutoffs for mapping the interval sugar scale onto the ordinal rating scale. Do any mappings lead to incorrect interpretations? Try
this with Data Set 1 and with Data Set 2. Try to find a situation where the mean sweetness rating is higher for Brand 2 even
though the mean amount of sugar is greater for Brand 1. If you find such a situation, then you have found an instance in which
using the means of ordinal data lead to incorrect conclusions. It is possible to find this situation, so look hard.
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Keep in mind that in realistic situations, you only know the ratings and not the "true" interval scale that underlies them. If you
knew the interval scale, you would use it.

This page titled 1.4.9: Measurements is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

o 1.9: Measurements by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.10: Distributions

o Define "distribution"

o Interpret a frequency distribution

o Distinguish between a frequency distribution and a probability distribution
o Construct a grouped frequency distribution for a continuous variable

o Identify the skew of a distribution

e Identify bimodal, leptokurtic, and platykurtic distributions

Distributions of Discrete Variables

A recently purchased a bag of Plain M&M's contained candies of six different colors. A quick count showed that there were 55
M&M's: 17 brown, 18 red, 7 yellow, 7 green, 2 blue, and 4 orange. These counts are shown below in Table 1.4.10.1

Table 1.4.10.1: Frequencies in the Bag of M&M's

Color Frequency
Brown 17
Red 18
Yellow 7
Green 7
Blue 2
Orange 4

This table is called a frequency table and it describes the distribution of M&M color frequencies. Not surprisingly, this kind of
distribution is called a frequency distribution. Often a frequency distribution is shown graphically as in Figure 1.4.10.1

20

Brown Red Yellow Green Blue Orange

Figure 1.4.10.1 : Distribution of 55 M&M's.

The distribution shown in Figure 1.4.10.1concerns just my one bag of M&M's. You might be wondering about the distribution of
colors for all M&M's. The manufacturer of M&M's provides some information about this matter, but they do not tell us exactly
how many M&M's of each color they have ever produced. Instead, they report proportions rather than frequencies. Figure 1.4.10.2
shows these proportions. Since every M&M is one of the six familiar colors, the six proportions shown in the figure add to one. We
call Figure 1.4.10.2a probability distribution because if you choose an M&M at random, the probability of getting, say, a brown
M&M is equal to the proportion of M&M's that are brown (0.30).

https://stats.libretexts.org/@go/page/28677



https://libretexts.org/
https://en.wikipedia.org/wiki/Public_domain
https://stats.libretexts.org/@go/page/28677?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/01%3A_Basic_Ideas/1.04%3A_Introduction_to_Statistics/1.4.10%3A_Distributions

LibreTexts"

Proportion

Brown Red Yellow Green Blue Orange

Figure 1.4.10.2: Distribution of all M&M's.

Notice that the distributions in Figures 1.4.10.1and 1.4.10.2are not identical. Figure 1.4.10.1portrays the distribution in a sample
of 55 M&M's. Figure 1.4.10.2 shows the proportions for all M&M's. Chance factors involving the machines used by the
manufacturer introduce random variation into the different bags produced. Some bags will have a distribution of colors that is close
to Figure 1.4.10.2 others will be further away.

Continuous Variables

The variable "color of M&M" used in this example is a discrete variable, and its distribution is also called discrete. Let us now
extend the concept of a distribution to continuous variables. The data shown in Table 1.4.10.2are the times it took one of us (DL)
to move the mouse over a small target in a series of 20 trials. The times are sorted from shortest to longest. The variable "time to
respond” is a continuous variable. With time measured accurately (to many decimal places), no two response times would be
expected to be the same. Measuring time in milliseconds (thousandths of a second) is often precise enough to approximate a
continuous variable in Psychology. As you can see in Table 1.4.10.2 measuring DL's responses this way produced times no two of
which were the same. As a result, a frequency distribution would be uninformative: it would consist of the 20 times in the
experiment, each with a frequency of 1.

Table 1.4.10.2: Response Times

568 720
577 728
581 729
640 777
641 808
645 824
657 825
673 865
696 875
703 1007

The solution to this problem is to create a grouped frequency distribution. In a grouped frequency distribution, scores falling within
various ranges are tabulated. Table 1.4.10.3shows a grouped frequency distribution for these 20 times.

Table 1.4.10.3: Grouped frequency distribution

Range Frequency
500-600 3
600-700 6
700-800 5
800-900 5
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Range Frequency
900-1000 0
1000-1100 1

Grouped frequency distributions can be portrayed graphically. Figure 1.4.10.3 shows a graphical representation of the frequency
distribution in Table 1.4.10.3 This kind of graph is called a histogram. A later chapter contains an entire section devoted to
histograms.

Frequency
£ o

na

550 650 750 850 950 1050

Figure 1.4.10.3: A histogram of the grouped frequency distribution shown in Table 1.4.10.3. The labels on the X-axis are the
middle values of the range they represent.

Probability Densities

The histogram in Figure 1.4.10.3 portrays just DL's 20 times in the one experiment he performed. To represent the probability
associated with an arbitrary movement (which can take any positive amount of time), we must represent all these potential times at
once. For this purpose, we plot the distribution for the continuous variable of time. Distributions for continuous variables are called
continuous distributions. They also carry the fancier name probability density. Some probability densities have particular
importance in statistics. A very important one is shaped like a bell, and called the normal distribution. Many naturally-occurring
phenomena can be approximated surprisingly well by this distribution. It will serve to illustrate some features of all continuous
distributions.

An example of a normal distribution is shown in Figure 1.4.10.4 Do you see the "bell"? The normal distribution doesn't represent
a real bell, however, since the left and right tips extend indefinitely (we can't draw them any further so they look like they've
stopped in our diagram). The Y-axis in the normal distribution represents the "density of probability." Intuitively, it shows the
chance of obtaining values near corresponding points on the X-axis. In Figure 1.4.10.4 for example, the probability of an
observation with value near 40 is about half of the probability of an observation with value near 50. (For more information, please
see the chapter on normal distributions.)

Although this text does not discuss the concept of probability density in detail, you should keep the following ideas in mind about
the curve that describes a continuous distribution (like the normal distribution). First, the area under the curve equals 1. Second, the
probability of any exact value of X is 0. Finally, the area under the curve and bounded between two given points on the X-axis is
the probability that a number chosen at random will fall between the two points. Let us illustrate with DL's hand movements. First,
the probability that his movement takes some amount of time is one! (We exclude the possibility of him never finishing his
gesture.) Second, the probability that his movement takes exactly 598.956432342346576nilliseconds is essentially zero. (We can
make the probability as close as we like to zero by making the time measurement more and more precise.) Finally, suppose that the
probability of DL's movement taking between 600 and 700 milliseconds is one tenth. Then the continuous distribution for DL's
possible times would have a shape that places 10% of the area below the curve in the region bounded by 600 and 700 on the X-
axis.
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20 40 60 80

Figure 1.4.10.4: A normal distribution.

Shapes of Distributions

Distributions have different shapes; they don't all look like the normal distribution in Figure 1.4.10.4 For example, the normal
probability density is higher in the middle compared to its two tails. Other distributions need not have this feature. There is even
variation among the distributions that we call "normal." For example, some normal distributions are more spread out than the one
shown in Figure 1.4.10.4 (their tails begin to hit the X-axis further from the middle of the curve -- for example, at 10 and 90 if
drawn in place of Figure 1.4.10.4). Others are less spread out (their tails might approach the X-axis at 30 and 70). More
information on the normal distribution can be found in a later chapter completely devoted to them.

The distribution shown in Figure 1.4.10.4is symmetric; if you folded it in the middle, the two sides would match perfectly. Figure
1.4.10.5shows the discrete distribution of scores on a psychology test. This distribution is not symmetric: the tail in the positive
direction extends further than the tail in the negative direction. A distribution with the longer tail extending in the positive direction
is said to have a positive skew. It is also described as "skewed to the right."

150
120
90

60

Frequency

30

45 55 65 75 85 95 105 115 125 135 145 155 165
Figure 1.4.10.5: (left) A distribution with a positive skew.
Figure 1.4.10.6 shows the salaries of major league baseball players in 1974 (in thousands of dollars). This distribution has an

extreme positive skew.
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25 75 125 175 225 275 325 375 425 475 525 575 625

Figure 1.4.10.6: (right) A distribution with a very large positive skew.

A continuous distribution with a positive skew is shown in Figure 1.4.10.7

Figure 1.4.10.7: A continuous distribution with a positive skew.

Although less common, some distributions have a negative skew. Figure 1.4.10.8 shows the scores on a 20-point problem on a
statistics exam. Since the tail of the distribution extends to the left, this distribution is skewed to the left.

20

75 95 115 135 155 17.5 195
Figure 1.4.10.8: A distribution with negative skew.

The histogram in Figure 1.4.10.8shows the frequencies of various scores on a 20-point question on a statistics test.
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Figure 1.4.10.9: A continuous distribution with a negative skew.

A continuous distribution with a negative skew is shown in Figure 1.4.10.9 The distributions shown so far all have one distinct
high point or peak. The distribution in Figure 1.4.10.10has two distinct peaks. A distribution with two peaks is called a bimodal

distribution.

25

20

15

Frequency

10

176 225 275 325 375 425 475

Figure 1.4.10.10. Frequencies of times between eruptions of the Old Faithful geyser. Notice the two distinct peaks: one at 1.75 and

the other at 4.25.
Distributions also differ from each other in terms of how large or "fat" their tails are. Figure 1.4.10.11shows two distributions that
differ in this respect. The upper distribution has relatively more scores in its tails; its shape is called leptokurtic. The lower
distribution has relatively fewer scores in its tails; its shape is called platykurtic.
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1 2 3 4 5 6 . 8

Figure 1.4.10.11. Distributions differing in kurtosis. The top distribution has long tails. It is called "leptokurtic." The bottom
distribution has short tails. It is called "platykurtic."
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1.4.11: Summation Notation

Learning Objectives

o Use summation notation to express the sum of all numbers
o Use summation notation to express the sum of a subset of numbers
o Use summation notation to express the sum of squares

Many statistical formulas involve summing numbers. Fortunately there is a convenient notation for expressing summation. This
section covers the basics of this summation notation.

Let's say we have a variable X that represents the weights (in grams) of 4 grapes. The data are shown in Table 1.4.11.1

Table 1.4.11.1: Weights of 4 grapes.

Grape X
1 4.6
2 5.1
3 4.9
4 4.4

We label Grape 1's weight X, Grape 2's weight X5, etc. The following formula means to sum up the weights of the four grapes:

X (1.4.11.1)

The Greek letter capital sigma (> ) indicates summation. The "¢ = 1" at the bottom indicates that the summation is to start with X
and the 4 at the top indicates that the summation will end with X4. The "X;" indicates that X is the variable to be summed as
goes from 1 to 4. Therefore,

4
> Xi=X1+Xo+ X3+ X, =4.6+51+4.9+4.4=19.0 (1.4.11.2)
=1
The symbol
3
X (1.4.11.3)
i=1

indicates that only the first 3 scores are to be summed. The index variable ¢ goes from 1 to 3.

When all the scores of a variable (such as X) are to be summed, it is often convenient to use the following abbreviated notation:

dYox (1.4.11.4)

Thus, when no values of i are shown, it means to sum all the values of X.

Many formulas involve squaring numbers before they are summed. This is indicated as
D X?=4.62+5.12+4.92+4.42 =21.16 +26.01 +24.01 +19.36 = 90.54 (1.4.11.5)

Notice that:

(ZX)2 £33 x? (1.4.11.6)

because the expression on the left means to sum up all the values of X and then square the sum (192 = 361), whereas the
expression on the right means to square the numbers and then sum the squares (90.54, as shown).
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Some formulas involve the sum of cross products. Table 1.4.11.2shows the data for variables X and Y. The cross products (XY')
are shown in the third column. The sum of the cross products is 3 +4 421 =28 .

Table 1.4.11.2: Cross Products.

X Y XY
1 3 3
2 2 4
3 7 21

In summation notation, this is written as:
D Xy =28 (1.4.11.7)

e David M. Lane

This page titled 1.4.11: Summation Notation is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane
via source content that was edited to the style and standards of the LibreTexts platform.

e 1.11: Summation Notation by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.12: Linear Transformations

Learning Objectives

o Give the formula for a linear transformation
o Determine whether a transformation is linear
e Describe what is linear about a linear transformation

Often it is necessary to transform data from one measurement scale to another. For example, you might want to convert height
measured in feet to height measured in inches. Table 1.4.12.1shows the heights of four people measured in both feet and inches.
To transform feet to inches, you simply multiply by 12. Similarly, to transform inches to feet, you divide by 12.

Table 1.4.12.1: Converting between feet and inches

Feet Inches
5.00 60
6.25 75
5.50 66
5.75 69

Some conversions require that you multiply by a number and then add a second number. A good example of this is the
transformation between degrees Celsius and degrees Fahrenheit. Table 1.4.12.2 shows the temperatures of five US cities in the
early afternoon of November 16, 2002.

Table 1.4.12.2: Temperatures in 5 cities on 11/16/2002

City Degrees Fahrenheit Degrees Celsius
Houston 54 12.22
Chicago 37 2.78

Minneapolis 31 -0.56
Miami 78 25.56
Phoenix 70 21.11

The formula to transform Celsius to Fahrenheit is:

F=1.8C+32 (1.4.12.1)

The formula for converting from Fahrenheit to Celsius is
C =0.5556F —17.778 (1.4.12.2)

The transformation consists of multiplying by a constant and then adding a second constant. For the conversion from Celsius to
Fahrenheit, the first constant is 1.8 and the second is 32.

Figure 1.4.12.1shows a plot of degrees Celsius as a function of degrees Fahrenheit. Notice that the points form a straight line. This
will always be the case if the transformation from one scale to another consists of multiplying by one constant and then adding a
second constant. Such transformations are therefore called linear transformations.
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Figure 1.4.12.1: Degrees Celsius as a function of degrees Fahrenheit

Many transformations are not linear. With nonlinear transformations, the points in a plot of the transformed variable against the
original variable would not fall on a straight line. Examples of nonlinear transformations are: square root, raising to a power,
logarithm, and any of the trigonometric functions.

e David M. Lane
This page titled 1.4.12: Linear Transformations is shared under a Public Domain license and was authored, remixed, and/or curated by David
Lane via source content that was edited to the style and standards of the LibreTexts platform.

o 1.12: Linear Transformations by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.13: Logarithms

Learning Objectives

o Compute logs using different bases
o Perform basic arithmetic operations using logs
o State the relationship between logs and proportional change

The log transformation reduces positive skew. This can be valuable both for making the data more interpretable and for helping to
meet the assumptions of inferential statistics.

Basics of Logarithms (Logs)

Logs are, in a sense, the opposite of exponents. Consider the following simple expression:
10% =100 (1.4.13.1)

Here we can say the base of 10 is raised to the second power. Here is an example of a log:
log;((100) =2 (1.4.13.2)

This can be read as: The log base ten of 100 equals 2. The result is the power that the base of 10 has to be raised to in order to
equal the value (100). Similarly,

since 10 has to be raised to the third power in order to equal 1, 000.

These examples all used base 10, but any base could have been used. There is a base which results in "natural logarithms" and that
is called e and equals approximately 2.718, It is beyond the scope here to explain what is "natural” about it. Natural logarithms can
be indicated either as: In(z) or log, ().

Changing the base of the log changes the result by a multiplicative constant. To convert from log; to natural logs, you multiply by
2.303. Analogously, to convert in the other direction, you divide by 2.303.

InX =2.303logyy X (1.4.13.4)

Taking the antilog of a number undoes the operation of taking the log. Therefore, since log;,(1000) = 3, the antilogio of 3 is
10® =1, 000. Taking the antilog of a number simply raises the base of the logarithm in question to that number.

Logs and Proportional Change

A series of numbers that increase proportionally will increase in equal amounts when converted to logs. For example, the numbers
in the first column of Table 1.4.13.1

increase by a factor of 1.5 so that each row is 1.5 times as high as the preceding row. The log, , transformed numbers increase in
equal steps of 0.176.

Table 1.4.13.1: Proportional raw changes are equal in log units

Raw Log
4.0 0.602
6.0 0.778
9.0 0.954
13.5 1.130

As another example, if one student increased their score from 100 to 200 while a second student increased theirs from 150 to 300,
the percentage change (100%) is the same for both students. The log difference is also the same, as shown below.
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Log10(100) = 2.000 (1.4.13.5)
log,,(200) =2.301
Dif ference:0.301

10g10(300) =2.477
Dif ference:0.301
Arithmetic Operations

Rules for logs of products and quotients are shown below.

log(AB) =1log(A) +log(B) (1.4.13.6)
log<%) =log(A) —log(B) (1.4.13.7)
For example,
log;((10 x 100) =1log;((10) +log;((100) =1 +2 = 3. (1.4.13.8)
Similarly,
100
loglo 1_0 = 10g10(100) — 10g10(10) =2—-1=1. (14139)

Contributors and Attributions

e Online Statistics Education: A Multimedia Course of Study (http://onlinestatbook.com/). Project Leader: David M. Lane, Rice
University.

e David M. Lane

This page titled 1.4.13: Logarithms is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

e 1.13: Logarithms by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.14: Statistical Literacy

Do Athletes Get Special Treatment?

Prerequisites

Levels of Measurement

f‘.
N

Figure 1.4.14.1: Runners

The Board of Trustees at a university commissioned a top management-consulting firm to address the admission processes for
academic and athletic programs. The consulting firm wrote a report discussing the trade-off between maintaining academic and
athletic excellence. One of their key findings was:

The standard for an athlete’s admission, as reflected in SAT scores alone, is lower than the standard for non-athletes by as
much as 20 percent, with the weight of this difference being carried by the so-called “revenue sports” of football and
basketball. Athletes are also admitted through a different process than the one used to admit non-athlete students.

What do you think?

Based on what you have learned in this chapter about measurement scales, does it make sense to compare SAT scores using
percentages? Why or why not?

As you may know, the SAT has an arbitrarily-determined lower limit on test scores of 200. Therefore, SAT is measured on
either an ordinal scale or, at most, an interval scale. However, it is clearly not measured on a ratio scale. Therefore, it is not
meaningful to report SAT score differences in terms of percentages. For example, consider the effect of subtracting 200 from
every student's score so that the lowest possible score is 0. How would that affect the difference as expressed in percentages?

Statistical Errors in Politics

Prerequisites

Inferential Statistics
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Figure 1.4.14.2: Survey

An article about ignorance of statistics in politics quotes a politician commenting on why the "American Community Survey"
should be eliminated:

“We’re spending $70 per person to fill this out. That’s just not cost effective, especially since in the end this is not a scientific
survey. It’s a random survey.”

What do you think?

What is wrong with this statement? Despite the error in this statement, what type of sampling could be done so that the sample will
be more likely to be representative of the population?

Randomness is what makes the survey scientific. If the survey were not random, then it would be biased and therefore
statistically meaningless, especially since the survey is conducted to make generalizations about the American population.
Stratified sampling would likely be more representative of the population.

Reference

Mark C. C., scientopia.org

Contributors and Attributions

e Online Statistics Education: A Multimedia Course of Study (http://onlinestatbook.com/). Project Leader: David M. Lane, Rice
University.

o Denise Harvey and David Lane
This page titled 1.4.14: Statistical Literacy is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

o 1.14: Statistical Literacy by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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1.4.E: Introduction to Statistics (Exercises)

General Questions

Q1

A teacher wishes to know whether the males in his/her class have more conservative attitudes than the females. A questionnaire is
distributed assessing attitudes and the males and the females are compared. Is this an example of descriptive or inferential
statistics? ( relevant section 1, relevant section 2 )

Q2

A cognitive psychologist is interested in comparing two ways of presenting stimuli on subsequent memory. Twelve subjects are
presented with each method and a memory test is given. What would be the roles of descriptive and inferential statistics in the
analysis of these data? (relevant section 1 & relevant section 2 )

Q3
If you are told that you scored in the 80" percentile, from just this information would you know exactly what that means and how
it was calculated? Explain. (relevant section)

Q4

A study is conducted to determine whether people learn better with spaced or massed practice. Subjects volunteer from an
introductory psychology class. At the beginning of the semester 12 subjects volunteer and are assigned to the massed-practice
condition. At the end of the semester 12 subjects volunteer and are assigned to the spaced-practice condition. This experiment
involves two kinds of non-random sampling:

1. Subjects are not randomly sampled from some specified population
2. Subjects are not randomly assigned to conditions.

Which of the problems relates to the generality of the results? Which of the problems relates to the validity of the results? Which
problem is more serious? (relevant section)

Q5

Give an example of an independent and a dependent variable. (relevant section)

Q6

Categorize the following variables as being qualitative or quantitative: (relevant section)

a. Rating of the quality of a movie on a 7-point scale
b. Age

c. Country you were born in

d. Favorite Color

e. Time to respond to a question

Q7

Specify the level of measurement used for the items in Question 6. (relevant section)

Q8

Which of the following are linear transformations? (relevant section)

a. Converting from meters to kilometers

b. Squaring each side to find the area

c¢. Converting from ounces to pounds

d. Taking the square root of each person's height.

e. Multiplying all numbers by 2 and then adding 5

f. Converting temperature from Fahrenheit to Centigrade
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Q9

The formula for finding each student's test grade (g) from his or her raw score (s) on a test is as follows:

g=16+3s (1.4.E.1)

Is this a linear transformation? If a student got a raw score of 20, what is his test grade? (relevant section)

Q10

For the numbers 1, 2,4, 16 compute the following: (relevant section)

ay X
b. > X?

c (2 X)°
Q11

Which of the frequency polygons has a large positive skew? Which has a large negative skew? (relevant section)

Q12

What is more likely to have a skewed distribution: time to solve an anagram problem (where the letters of a word or phrase are
rearranged into another word or phrase like "dear" and "read" or "funeral” and "real fun") or scores on a vocabulary test? (relevant
section)

Questions from Case Studies:

The following questions are from the Angry Moods (AM) case study.

Q13

(AM#1) Which variables are the participant variables? (They act as independent variables in this study.) (relevant section)

Q14
(AM#2) What are the dependent variables? (relevant section)

Q15

(AM#3) Is Anger-Out a quantitative or qualitative variable? (relevant section)
The following question is from the Teacher Ratings (TR) case study.

Q16

(TR#1) What is the independent variable in this study? (relevant section)

The following questions are from the ADHD Treatment (AT) case study.

Q17

(AT#1) What is the independent variable of this experiment? How many levels does it have? (relevant section)

Q18

(AT#2) What is the dependent variable? On what scale (nominal, ordinal, interval, ratio) was it measured? (relevant section)
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This page titled 1.4.E: Introduction to Statistics (Exercises) is shared under a Public Domain license and was authored, remixed, and/or curated by
David Lane via source content that was edited to the style and standards of the LibreTexts platform.
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1.5: PowerPoints

https://professormo.com/holistic/Powerpoint/ch01.pptx

1.5: PowerPoints is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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2: Descriptive Statistics
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2.2.E: Graphing Distributions (Exercises)
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2.1: Videos

Examining numerical data - Mean, standard deviation, histograms, box plots, and more

Considering categorical data - Table proportions, bar graphs, mosaic plots, and more

Case study: gender discrimination - Early inference ideas: testing using randomization
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2.1: Videos is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.
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SECTION OVERVIEW

2.2: Graphing Distributions

Graphing data is the first and often most important step in data analysis. In this day of computers, researchers all too often see only
the results of complex computer analyses without ever taking a close look at the data themselves. This is all the more unfortunate
because computers can create many types of graphs quickly and easily. This chapter covers some classic types of graphs such as
bar charts that were invented by William Playfair in the 18th century as well as graphs such as box plots invented by John Tukey in
the 20th century.
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2.2.1: Graphing Qualitative Variables

Learning Objectives

o Create a frequency table

o Determine when pie charts are valuable and when they are not
o Create and interpret bar charts

e Identify common graphical mistakes

When Apple Computer introduced the iMac computer in August 1998, the company wanted to learn whether the iMac was
expanding Apple’s market share. Was the iMac just attracting previous Macintosh owners? Or was it purchased by newcomers to
the computer market and by previous Windows users who were switching over? To find out, 500 iMac customers were
interviewed. Each customer was categorized as a previous Macintosh owner, a previous Windows owner, or a new computer
purchaser.

This section examines graphical methods for displaying the results of the interviews. We’ll learn some general lessons about how to
graph data that fall into a small number of categories. A later section will consider how to graph numerical data in which each
observation is represented by a number in some range. The key point about the qualitative data that occupy us in the present section
is that they do not come with a pre-established ordering (the way numbers are ordered). For example, there is no natural sense in
which the category of previous Windows users comes before or after the category of previous Macintosh users. This situation may
be contrasted with quantitative data, such as a person’s weight. People of one weight are naturally ordered with respect to people of
a different weight.

Frequency Tables

All of the graphical methods shown in this section are derived from frequency tables. Table 2.2.1.1shows a frequency table for the
results of the iMac study; it shows the frequencies of the various response categories. It also shows the relative frequencies, which
are the proportion of responses in each category. For example, the relative frequency for "none" is 85/500 = 0.17.

Table 2.2.1.1: Frequency Table for the iMac Data

Previous Ownership Frequency Relative Frequency
None 85 0.17
Windows 60 0.12
Macintosh 355 0.71
Total 500 1.00
Pie Charts

The pie chart in Figure 2.2.1.1shows the results of the iMac study. In a pie chart, each category is represented by a slice of the pie.
The area of the slice is proportional to the percentage of responses in the category. This is simply the relative frequency multiplied
by 100. Although most iMac purchasers were Macintosh owners, Apple was encouraged by the 12% of purchasers who were
former Windows users, and by the 17% of purchasers who were buying a computer for the first time.
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Figure 2.2.1.1: Pie chart of iMac purchases illustrating frequencies of previous computer ownership

Pie charts are effective for displaying the relative frequencies of a small number of categories. They are not recommended,
however, when you have a large number of categories. Pie charts can also be confusing when they are used to compare the
outcomes of two different surveys or experiments. In an influential book on the use of graphs, Edward Tufte asserted, "The only
worse design than a pie chart is several of them."”

Here is another important point about pie charts. If they are based on a small number of observations, it can be misleading to label
the pie slices with percentages. For example, if just 5 people had been interviewed by Apple Computers, and 3 were former
Windows users, it would be misleading to display a pie chart with the Windows slice showing 60%. With so few people
interviewed, such a large percentage of Windows users might easily have occurred since chance can cause large errors with small
samples. In this case, it is better to alert the user of the pie chart to the actual numbers involved. The slices should therefore be
labeled with the actual frequencies observed (e.g., 3) instead of with percentages.

Bar charts

Bar charts can also be used to represent frequencies of different categories. A bar chart of the iMac purchases is shown in Figure
2.2.1.2 Frequencies are shown on the Y'-axis and the type of computer previously owned is shown on the X-axis. Typically, the
Y -axis shows the number of observations in each category rather than the percentage of observations as is typical in pie charts.
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Figure 2.2.1.2: Bar chart of iMac purchases as a function of previous computer ownership

Comparing Distributions

Often we need to compare the results of different surveys, or of different conditions within the same overall survey. In this case, we
are comparing the "distributions" of responses between the surveys or conditions. Bar charts are often excellent for illustrating
differences between two distributions. Figure 2.2.1.3 shows the number of people playing card games at the Yahoo website on a
Sunday and on a Wednesday in the Spring of 2001. We see that there were more players overall on Wednesday compared to
Sunday. The number of people playing Pinochle was nonetheless the same on these two days. In contrast, there were about twice as
many people playing hearts on Wednesday as on Sunday. Facts like these emerge clearly from a well-designed bar chart.
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Figure 2.2.1.3: A bar chart of the number of people playing different card games on Sunday and Wednesday

The bars in Figure 2.2.1.3 are oriented horizontally rather than vertically. The horizontal format is useful when you have many
categories because there is more room for the category labels. We’ll have more to say about bar charts when we consider numerical
quantities later in the section Bar Charts.

Some graphical mistakes to avoid

Don’t get fancy! People sometimes add features to graphs that don’t help to convey their information. For example, 3-dimensional
bar charts such as the one shown in Figure 2.2.1.4are usually not as effective as their two-dimensional counterparts.

None Windaws Macintosh

Figure 2.2.1.2

Here is another way that fanciness can lead to trouble. Instead of plain bars, it is tempting to substitute meaningful images. For
example, Figure 2.2.1.5 presents the iMac data using pictures of computers. The heights of the pictures accurately represent the
number of buyers, yet Figure 2.2.1.5 is misleading because the viewer's attention will be captured by areas. The areas can
exaggerate the size differences between the groups. In terms of percentages, the ratio of previous Macintosh owners to previous
Windows owners is about 6 to 1. But the ratio of the two areas in Figure 2.2.1.5is about 35 to 1. A biased person wishing to hide
the fact that many Windows owners purchased iMacs would be tempted to use Figure 2.2.1.5instead of Figure 2.2.1.2 Edward
Tufte coined the term "lie factor" to refer to the ratio of the size of the effect shown in a graph to the size of the effect shown in the
data. He suggests that lie factors greater than 1.05 or less than 0.95 produce unacceptable distortion.
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Figure 2.2.1.2 with a lie factor greater than 8

Another distortion in bar charts results from setting the baseline to a value other than zero. The baseline is the bottom of the Y-
axis, representing the least number of cases that could have occurred in a category. Normally, but not always, this number should
be zero. Figure 2.2.1.6 shows the iMac data with a baseline of 50. Once again, the differences in areas suggest a different story
than the true differences in percentages. The percentage of Windows-switchers seems minuscule compared to its true value of 12%.
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Figure 2.2.1.2 with a baseline of 50

Finally, we note that it is a serious mistake to use a line graph when the X-axis contains merely qualitative variables. A line graph
is essentially a bar graph with the tops of the bars represented by points joined by lines (the rest of the bar is suppressed). Figure
2.2.1.7inappropriately shows a line graph of the card game data from Yahoo. The drawback to Figure 2.2.1.7is that it gives the
false impression that the games are naturally ordered in a numerical way when, in fact, they are ordered alphabetically.
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Figure 2.2.1.7: A line graph used inappropriately to depict the number of people playing different card games on Sunday and
Wednesday.
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Summary

Pie charts and bar charts can both be effective methods of portraying qualitative data. Bar charts are better when there are more
than just a few categories and for comparing two or more distributions. Be careful to avoid creating misleading graphs.

This page titled 2.2.1: Graphing Qualitative Variables is shared under a Public Domain license and was authored, remixed, and/or curated by
David Lane via source content that was edited to the style and standards of the LibreTexts platform.

e 2.1: Graphing Qualitative Variables by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.2: Quantitative Variables

As discussed in the section on variables in Chapter 1, quantitative variables are variables measured on a numeric scale. Height,
weight, response time, subjective rating of pain, temperature, and score on an exam are all examples of quantitative variables.
Quantitative variables are distinguished from categorical (sometimes called qualitative) variables such as favorite color, religion,
city of birth, and favorite sport in which there is no ordering or measuring involved.

There are many types of graphs that can be used to portray distributions of quantitative variables. The upcoming sections cover the
following types of graphs:

1. stem and leaf displays

2. histograms

3. frequency polygons

4. box plots

5. bar charts

6. line graphs

7. scatter plots (discussed in a different chapter)
8. dot plots

Some graph types such as stem and leaf displays are best-suited for small to moderate amounts of data, whereas others such as
histograms are best-suited for large amounts of data. Graph types such as box plots are good at depicting differences between
distributions. Scatter plots are used to show the relationship between two variables.

This page titled 2.2.2: Quantitative Variables is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane
via source content that was edited to the style and standards of the LibreTexts platform.

e 2.2: Quantitative Variables by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.3: Stem and Leaf Displays

Learning Objectives

o Create and interpret basic stem and leaf displays
o Create and interpret back-to-back stem and leaf displays
o Judge whether a stem and leaf display is appropriate for a given data set

A stem and leaf display is a graphical method of displaying data. It is particularly useful when your data are not too numerous. In this section, we will explain how to construct and interpret
this kind of graph.

As usual, an example will get us started. Consider Table 2.2.3.1that shows the number of touchdown passes (TD passes) thrown by each of the 31 teams in the National Football League in
the 2000 season.
Table 2.2.3.1 : Number of touchdown passes

37 33 33 32 29 28 28 23 22
22 22 21 21 21 20 20 19 19
18 18 18 18 16 15 14 14 14
12 12 9 6

(2.2.3.1)

A stem and leaf display of the data is shown in Figure 2.2.3.1 The left portion of Figure 2.2.3.1contains the stems. They are the numbers 3, 2, 1, and 0, arranged as a column to the left of
the bars. Think of these numbers as 10’s digits. A stem of 3, for example, can be used to represent the 10's digit in any of the numbers from 30 to 39. The numbers to the right of the bar
are leaves, and they represent the 1's digits. Every leaf in the graph therefore stands for the result of adding the leaf to 10 times its stem.

(2.2.3.2)
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Figure 2.2.3.1: Stem and leaf display of the number of touchdown passes

To make this clear, let us examine Figure 2.2.3.1more closely. In the top row, the four leaves to the right of stem 3 are 2, 3,3, and 7. Combined with the stem, these leaves represent the
numbers 32, 33, 33, and 37 which are the numbers of TD passes for the first four teams in Table 2.2.3.1 The next row has a stem of 2 and 12 leaves. Together, they represent 12 data
points, namely, two occurrences of 20 TD passes, three occurrences of 21 TD passes, three occurrences of 22 TD passes, one occurrence of 23 TD passes, two occurrences of 28 TD passes,
and one occurrence of 29 TD passes. We leave it to you to figure out what the third row represents. The fourth row has a stem of 0 and two leaves. It stands for the last two entries in Table
2.2.3.1 namely 9 TD passes and 6 TD passes. (The latter two numbers may be thought of as 09 and 06.)

One purpose of a stem and leaf display is to clarify the shape of the distribution. You can see many facts about TD passes more easily in Figure 2.2.3.1than in Table 2.2.3.1 For example,
by looking at the stems and the shape of the plot, you can tell that most of the teams had between 10 and 29 passing TDs, with a few having more and a few having less. The precise
numbers of TD passes can be determined by examining the leaves.

We can make our figure even more revealing by splitting each stem into two parts. Figure 2.2.3.2shows how to do this. The top row is reserved for numbers from 35 to 39 and holds only
the 37 TD passes made by the first team in Table 2.2.3.1 The second row is reserved for the numbers from 30 to 34 and holds the 32, 33, and 33 TD passes made by the next three teams
in the table. You can see for yourself what the other rows represent.

3 (2.2.3.3)

oo N
N=J )

o= NN W W
© N

™ 00— © W
W~ 00

[ I " CEEN|
W 00

© N OO oW

0

Figure 2.2.3.2: Stem and leaf display with the stems split in two

Figure 2.2.3.2is more revealing than Figure 1 PageIndex2 because the latter figure lumps too many values into a single row. Whether you should split stems in a display depends on the
exact form of your data. If rows get too long with single stems, you might try splitting them into two or more parts.

There is a variation of stem and leaf displays that is useful for comparing distributions. The two distributions are placed back to back along a common column of stems. The result is a
“back-to-back stem and leaf graph.” Figure 2.2.3.3shows such a graph. It compares the numbers of TD passes in the 1998 and 2000 seasons. The stems are in the middle, the leaves to the
left are for the 1998 data, and the leaves to the right are for the 2000 data. For example, the second-to-last row shows that in 1998 there were teams with 11,12, and 13TD passes, and in
2000 there were two teams with 12 and three teams with 14 TD passes.
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Figure 2.2.3.3 : Back-to-back stem and leaf display.

The left side shows the 1998 TD data and the right side shows the 2000 TD data. Figure 2.2.3.3helps us see that the two seasons were similar, but that only in 1998 did any teams throw
more than 40 TD passes.

There are two things about the football data that make them easy to graph with stems and leaves. First, the data are limited to whole numbers that can be represented with a one-digit stem
and a one-digit leaf. Second, all the numbers are positive. If the data include numbers with three or more digits, or contain decimals, they can be rounded to two-digit accuracy. Negative
values are also easily handled. Let us look at another example.
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Table 2.2.3.2shows data from the case study Weapons and Aggression. Each value is the mean difference over a series of trials between the times it took an experimental subject to name
aggressive words (like “punch”) under two conditions. In one condition, the words were preceded by a non-weapon word such as "bug." In the second condition, the same words were
preceded by a weapon word such as "gun" or "knife." The issue addressed by the experiment was whether a preceding weapon word would speed up (or prime) pronunciation of the
aggressive word compared to a non-weapon priming word. A positive difference implies greater priming of the aggressive word by the weapon word. Negative differences imply that the
priming by the weapon word was less than for a neutral word.

Table 2.2.3.2 : The effects of priming (thousandths of a second)

43.2 429 356 25.6 254 23.6

205 199 144 127 11.3 10.2

10.0 9.1 7.5 5.4 4.7 3.8 21 1.2 (2.2.3.5)
-0.2 -63 —-6.7 -88 -10.4 -10.5

-14.9 -149 -15.0 -18.5 -274

You see that the numbers range from 43.2 to —27.4. The first value indicates that one subject was 43.2 milliseconds faster pronouncing aggressive words when they were preceded by
weapon words than when preceded by neutral words. The value —27.4 indicates that another subject was 27.4 milliseconds slower pronouncing aggressive words when they were preceded
by weapon words.

The data are displayed with stems and leaves in Figure 2.2.3.4 Since stem and leaf displays can only portray two whole digits (one for the stem and one for the leaf), the numbers are first
rounded. Thus, the value 43.2 is rounded to 43 and represented with a stem of 4 and a leaf of 3. Similarly, 42.9 is rounded to 43. To represent negative numbers, we simply use negative
stems. For example, the bottom row of the figure represents the number —27. The second-to-last row represents the numbers —10, —10, —15, etc. Once again, we have rounded the original
values from Table 2.2.3.2
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Figure 2.2.3.4: Stem and ledf display with negative numbers and rounding

Observe that the figure contains a row headed by "0" and another headed by "—0". The stem of 0 is for numbers between 0 and 9, whereas the stem of —0 is for numbers between 0 and
—9. For example, the fifth row of the table holds the numbers 1, 2,4, 5,5, 8, 9and the sixth row holds 0, —6, —7, and —9. Values that are exactly 0 before rounding should be split as
evenly as possible between the "0" and "—0" rows. In Table 2.2.3.2 none of the values are 0 before rounding. The "0" that appears in the "—0" row comes from the original value of —0.2
in the table.

Although stem and leaf displays are unwieldy for large data sets, they are often useful for data sets with up to 200 observations. Figure 2.2.3.5portrays the distribution of populations of
185 US cities in 1998. To be included, a city had to have between 100, 000and 500, 000residents.
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Figure 2.2.3.5: Stem and leaf display of populations of 185 US cities with populations between 100, 000and 500,000in 1998.

Since a stem and leaf plot shows only two-place accuracy, we had to round the numbers to the nearest 10,000 For example, the largest number (493, 559) was rounded to 490, 000 and
then plotted with a stem of 4 and a leaf of 9. The fourth highest number (463, 201) was rounded to 460, 000and plotted with a stem of 4 and a leaf of 6. Thus, the stems represent units of
100, 000and the leaves represent units of 10,000 Notice that each stem value is split into five parts: 0 —1,2 —3,4 —5,6 —7 ,and 8 — 9.

Whether your data can be suitably represented by a stem and leaf graph depends on whether they can be rounded without loss of important information. Also, their extreme values must fit
into two successive digits, as the data in Figure 2.2.3.5fit into the 10,000and 100, 000 places (for leaves and stems, respectively). Deciding what kind of graph is best suited to displaying
your data thus requires good judgment. Statistics is not just recipes!

This page titled 2.2.3: Stem and Leal Displays is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source content that was edited to the style and standards of
the LibreTexts platform.

« 2.3: Stem and Leaf Displays by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.4: Histograms

Learning Objectives

o Create a grouped frequency distribution
o Create a histogram based on a grouped frequency distribution
o Determine an appropriate bin width

A histogram is a graphical method for displaying the shape of a distribution. It is particularly useful when there are a large number
of observations. We begin with an example consisting of the scores of 642 students on a psychology test. The test consists of 197
items, each graded as "correct" or "incorrect." The students' scores ranged from 46 to 167.

The first step is to create a frequency table. Unfortunately, a simple frequency table would be too big, containing over 100 rows. To
simplify the table, we group scores together as shown in Table 2.2.4.1

Table 2.2.4.1: Grouped Frequency Distribution of Psychology Test Scores

Interval's Lower Limit Interval's Upper Limit Class Frequency
39.5 49.5 3
49.5 59.5 10
59.5 69.5 53
69.5 79.5 107
79.5 89.5 147
89.5 99.5 130
99.5 109.5 78
109.5 119.5 59
119.5 129.5 36
129.5 139.5 11
139.5 149.5 6
149.5 159.5 1
159.5 169.5 1

To create this table, the range of scores was broken into intervals, called class intervals. The first interval is from 39.5 to 49.5, the
second from 49.5 to 59.5, etc. Next, the number of scores falling into each interval was counted to obtain the class frequencies.
There are three scores in the first interval, 10 in the second, etc.

Class intervals of width 10 provide enough detail about the distribution to be revealing without making the graph too "choppy."
More information on choosing the widths of class intervals is presented later in this section. Placing the limits of the class intervals
midway between two numbers (e.g., 49.5) ensures that every score will fall in an interval rather than on the boundary between

intervals.

In a histogram, the class frequencies are represented by bars. The height of each bar corresponds to its class frequency. A histogram
of these data is shown in Figure 2.2.4.1
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Figure 2.2.4.1: Histogram of scores on a psychology test.
The histogram makes it plain that most of the scores are in the middle of the distribution, with fewer scores in the extremes. You
can also see that the distribution is not symmetric: the scores extend to the right farther than they do to the left. The distribution is
therefore said to be skewed. (We'll have more to say about shapes of distributions in the chapter " Summarizing Distributions.")

In our example, the observations are whole numbers. Histograms can also be used when the scores are measured on a more
continuous scale such as the length of time (in milliseconds) required to perform a task. In this case, there is no need to worry about
fence-sitters since they are improbable. (It would be quite a coincidence for a task to require exactly 7 seconds, measured to the
nearest thousandth of a second.) We are therefore free to choose whole numbers as boundaries for our class intervals, for example,
4000, 500Q etc. The class frequency is then the number of observations that are greater than or equal to the lower bound, and
strictly less than the upper bound. For example, one interval might hold times from 4000 to 4999 milliseconds. Using whole
numbers as boundaries avoids a cluttered appearance, and is the practice of many computer programs that create histograms. Note
also that some computer programs label the middle of each interval rather than the end points.

Histograms can be based on relative frequencies instead of actual frequencies. Histograms based on relative frequencies show the
proportion of scores in each interval rather than the number of scores. In this case, the Y-axis runs from 0 to 1 (or somewhere in
between if there are no extreme proportions). You can change a histogram based on frequencies to one based on relative
frequencies by (a) dividing each class frequency by the total number of observations, and then (b) plotting the quotients on the Y-
axis (labeled as proportion).

Sturges' rule

There is more to be said about the widths of the class intervals, sometimes called bin widths. Your choice of bin width
determines the number of class intervals. This decision, along with the choice of starting point for the first interval, affects the
shape of the histogram. There are some "rules of thumb" that can help you choose an appropriate width. (But keep in mind that
none of the rules is perfect.) Sturges' rule is to set the number of intervals as close as possible to 1 +log, (NN'), where log, (IV)
is the base 2 log of the number of observations. The formula can also be written as 1+ 3.31og, (IV), where log;,(IV) is the
log base 10 of the number of observations. According to Sturges' rule, 1000 observations would be graphed with 11 class
intervals since 10 is the closest integer to log, (1000). We prefer the Rice rule, which is to set the number of intervals to twice
the cube root of the number of observations. In the case of 1000 observations, the Rice rule yields 20 intervals instead of the
11 recommended by Sturges' rule. For the psychology test example used above, Sturges' rule recommends 10 intervals while
the Rice rule recommends 17. In the end, we compromised and chose 13 intervals for Figure 2.2.4.1to create a histogram that
seemed clearest. The best advice is to experiment with different choices of width, and to choose a histogram according to how
well it communicates the shape of the distribution.

To provide experience in constructing histograms, we have developed an interactive demonstration. The demonstration reveals the
consequences of different choices of bin width and of lower boundary for the first interval.

Interactive histogram

This page titled 2.2.4: Histograms is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

e 2.4: Histograms by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.5: Frequency Polygons

Learning Objectives

o Create and interpret frequency polygons
o Create and interpret cumulative frequency polygons
o Create and interpret overlaid frequency polygons

Frequency polygons are a graphical device for understanding the shapes of distributions. They serve the same purpose as
histograms, but are especially helpful for comparing sets of data. Frequency polygons are also a good choice for displaying
cumulative frequency distributions.

To create a frequency polygon, start just as for histograms, by choosing a class interval. Then draw an X-axis representing the
values of the scores in your data. Mark the middle of each class interval with a tick mark, and label it with the middle value
represented by the class. Draw the Y -axis to indicate the frequency of each class. Place a point in the middle of each class interval
at the height corresponding to its frequency. Finally, connect the points. You should include one class interval below the lowest
value in your data and one above the highest value. The graph will then touch the X-axis on both sides.
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Figure 2.2.5.1: Frequency polygon for the psychology test scores

A frequency polygon for 642 psychology test scores shown in Figure 2.2.5.1was constructed from the frequency table shown in

Table 2.2.5.1
Table 2.2.5.1: Frequency Distribution of Psychology Test Scores.

Lower Limit Upper Limit Count Cumulative Count
29.5 39.5 0 0
39.5 49.5 3 3
49.5 59.5 10 13
59.5 69.5 53 66
69.5 79.5 107 173
79.5 89.5 147 320
89.5 99.5 130 450
99.5 109.5 78 528
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Lower Limit Upper Limit Count Cumulative Count
109.5 119.5 59 587
119.5 129.5 36 623
129.5 139.5 11 634
139.5 149.5 6 640
149.5 159.5 1 641
159.5 169.5 1 642
169.5 179.5 0 642

The first label on the X-axis is 35. This represents an interval extending from 29.5 to 39.5. Since the lowest test score is 46, this
interval has a frequency of 0. The point labeled 45 represents the interval from 39.5 to 49.5. There are three scores in this interval.
There are 147 scores in the interval that surrounds 85.

You can easily discern the shape of the distribution from Figure 2.2.5.1 Most of the scores are between 65 and 115. It is clear that
the distribution is not symmetric inasmuch as good scores (to the right) trail off more gradually than poor scores (to the left). In the
terminology of Chapter 3 (where we will study shapes of distributions more systematically), the distribution is skewed.
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Figure 2.2.5.2: Cumulative frequency polygon for the psychology test scores

A cumulative frequency polygon for the same test scores is shown in Figure 2.2.5.2 The graph is the same as before except that
the Y value for each point is the number of students in the corresponding class interval plus all numbers in lower intervals. For
example, there are no scores in the interval labeled 35, three in the interval 45, and 10 in the interval 55. Therefore, the Y value
corresponding to "55" is 13. Since 642 students took the test, the cumulative frequency for the last interval is 642.
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Figure 2.2.5.3: Overlaid frequency polygons

Frequency polygons are useful for comparing distributions. This is achieved by overlaying the frequency polygons drawn for
different data sets. Figure 2.2.5.3provides an example. The data come from a task in which the goal is to move a computer cursor
to a target on the screen as fast as possible. On 20 of the trials, the target was a small rectangle; on the other 20, the target was a
large rectangle. Time to reach the target was recorded on each trial. The two distributions (one for each target) are plotted together
in Figure 2.2.5.3 The figure shows that, although there is some overlap in times, it generally took longer to move the cursor to the
small target than to the large one.
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Figure 2.2.5.1: Overlaid cumulative frequency polygons

It is also possible to plot two cumulative frequency distributions in the same graph. This is illustrated in Figure 2.2.5.4using the
same data from the cursor task. The difference in distributions for the two targets is again evident.

This page titled 2.2.5: Frequency Polygons is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

e 2.5: Frequency Polygons by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.6: Box Plots

Learning Objectives

o Define basic terms including hinges, H-spread, step, adjacent value, outside value, and far out value
o Create a box plot

o Create parallel box plots

o Determine whether a box plot is appropriate for a given data set

We have already discussed techniques for visually representing data (see histograms and frequency polygons). In this section, we
present another important graph called a box plot. Box plots are useful for identifying outliers and for comparing distributions. We
will explain box plots with the help of data from an in-class experiment. As part of the "Stroop Interference Case Study," students
in introductory statistics were presented with a page containing 30 colored rectangles. Their task was to name the colors as quickly
as possible. Their times (in seconds) were recorded. We'll compare the scores for the 16 men and 31 women who participated in the
experiment by making separate box plots for each gender. Such a display is said to involve parallel box plots.

There are several steps in constructing a box plot. The first relies on the 25" 50", and 75" percentiles in the distribution of
P g p ) , p

scores. Figure 2.2.6.1shows how these three statistics are used. For each gender, we draw a box extending from the 25" percentile
to the 75 percentile. The 50t percentile is drawn inside the box. Therefore,
o the bottom of each box is the 25% percentile,
o the top is the 75t percentile,
o and the line in the middle is the 50" percentile.
The data for the women in our sample are shown in Table 2.2.6.1
Table 2.2.6.1: Women's times
14 17 18 19 20 21 29
15 17 18 19 20 22
16 17 18 19 20 23
16 17 18 20 20 24
17 18 18 20 21 24

For these data, the 25" percentile is 17, the 50" percentile is 19, and the 75t percentile is 20. For the men (whose data are not
shown), the 25" percentile is 19, the 50" percentile is 22.5, and the 75" percentile is 25.5.
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Figure 2.2.6.1: The first step in creating box plots
Before proceeding, the terminology in Table 2.2.6.2is helpful.

Table 2.2.6.2: Box plot terms and values for women's times
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Name Formula Value
Upper Hinge 75th Percentile 20
Lower Hinge 25th Percentile 17

H-Spread Upper Hinge - Lower Hinge 3
Step 1.5 x H-Spread 4.5
Upper Inner Fence Upper Hinge + 1 Step 24.5
Lower Inner Fence Lower Hinge - 1 Step 12.5
Upper Outer Fence Upper Hinge + 2 Steps 29
Lower Outer Fence Lower Hinge - 2 Steps 8
Upper Adjacent Largest value below Upper Inner Fence 24
Lower Adjacent Smallest value above Lower Inner Fence 14
Outside Value A value beyond an Inner Fence but not 29
beyond an Outer Fence
Far Out Value A value beyond an Outer Fence None

Continuing with the box plots, we put "whiskers" above and below each box to give additional information about the spread of the
data. Whiskers are vertical lines that end in a horizontal stroke. Whiskers are drawn from the upper and lower hinges to the upper
and lower adjacent values (24 and 14 for the women's data).
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Figure 2.2.6.2: The box plots with the whiskers drawn

Although we don't draw whiskers all the way to outside or far out values, we still wish to represent them in our box plots. This is
achieved by adding additional marks beyond the whiskers. Specifically, outside values are indicated by small "o’s" and far out
values are indicated by asterisks (). In our data, there are no far out values and just one outside value. This outside value of 29 is
for the women and is shown in Figure 2.2.6.3
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Figure 2.2.6.3: The box plots with the outside value shown

There is one more mark to include in box plots (although sometimes it is omitted). We indicate the mean score for a group by
inserting a plus sign. Figure 2.2.6.4shows the result of adding means to our box plots.
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Figure 2.2.6.4: The completed box plots

Figure 2.2.6.4provides a revealing summary of the data. Since half the scores in a distribution are between the hinges (recall that
the hinges are the 25" and 75" percentiles), we see that half the women's times are between 17 and 20 seconds, whereas half the
men's times are between 19 and 25.5. We also see that women generally named the colors faster than the men did, although one
woman was slower than almost all of the men. Figure 2.2.6.5shows the box plot for the women's data with detailed labels.
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Figure 2.2.6.5: The box plot for the women's data with detailed labels
Box plots provide basic information about a distribution. For example, a distribution with a positive skew would have a longer
whisker in the positive direction than in the negative direction. A larger mean than median would also indicate a positive skew. Box
plots are good at portraying extreme values and are especially good at showing differences between distributions. However, many

of the details of a distribution are not revealed in a box plot, and to examine these details one should create a histogram and/or a
stem and leaf display.

Here are some other examples of box plots:

Example 2.2.6.1: Time to move the mouse over a target

The data come from a task in which the goal is to move a computer mouse to a target on the screen as fast as possible. On 20 of
the trials, the target was a small rectangle; on the other 20, the target was a large rectangle. Time to reach the target was
recorded on each trial. The box plots of the two distributions are shown below. You can see that although there is some overlap
in times, it generally took longer to move the mouse to the small target than to the large one.
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Figure 2.2.6.6: Target Box Plots

Example 2.2.6.2: Draft lottery

In 1969 the war in Vietnam was at its height. An agency called the Selective Service was charged with finding a fair procedure
to determine which young men would be conscripted ("drafted") into the U.S. military. The procedure was supposed to be fair
in the sense of not favoring any culturally or economically defined subgroup of American men. It was decided that choosing
"draftees" solely on the basis of a person’s birth date would be fair. A birthday lottery was thus devised. Pieces of paper
representing the 366 days of the year (including February 29) were placed in plastic capsules, poured into a rotating drum,
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and then selected one at a time. The lower the draft number, the sooner the person would be drafted. Men with high enough
numbers were not drafted at all.

The first number selected was 258, which meant that someone born on the 258" day of the year (September 14) would be
among the first to be drafted. The second number was 115, so someone born on the 115" day (April 24) was among the
second group to be drafted. All 366 birth dates were assigned draft numbers in this way.

To crate box plots, we divided the 366 days of the year into thirds. The first third goes from January 1 to May 1, the second
from May 2 to August 31, and the last from September 1 to December 31. The three groups of birth dates yield three
groups of draft numbers. The draft number for each birthday is the order it was picked in the drawing. The figure below
contains box plots of the three sets of draft numbers. As you can see, people born later in the year tended to have lower draft
numbers.
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Figure 2.2.6.7: Draft Lottery Box Plots

Variations on box plots

Statistical analysis programs may offer options on how box plots are created. For example, the box plots in Figure 2.2.6.8 are
constructed from our data but differ from the previous box plots in several ways.

1. It does not mark outliers.

2. The means are indicated by green lines rather than plus signs.

3. The mean of all scores is indicated by a gray line.

4. Individual scores are represented by dots. Since the scores have been rounded to the nearest second, any given dot might
represent more than one score.

5. The box for the women is wider than the box for the men because the widths of the boxes are proportional to the number of
subjects of each gender (31 women and 16 men).
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Figure 2.2.6.8: Box plots showing the individual scores and the means

Each dot in Figure 2.2.6.8 represents a group of subjects with the same score (rounded to the nearest second). An alternative
graphing technique is to jitter thepoints. This means spreading out different dots at the same horizontal position, one dot for each
subject. The exact horizontal position of a dot is determined randomly (under the constraint that different dots don’t overlap
exactly). Spreading out the dots helps you to see multiple occurrences of a given score. However, depending on the dot size and the
screen resolution, some points may be obscured even if the points are jittererd. Figure 2.2.6.9shows what jittering looks like.
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Figure 2.2.6.9: Box plots with the individual scores jittered

Different styles of box plots are best for different situations, and there are no firm rules for which to use. When exploring your data,

you should try several ways of visualizing them. Which graphs you include in your report should depend on how well different
graphs reveal the aspects of the data you consider most important.

This page titled 2.2.6: Box Plots is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

2.6: Box Plots by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.7: Box Plot Demo

Learning Objectives

o Understand what it means for a distribution to balance on a fulcrum
o Learn which measure of central tendency will balance a distribution

Instructions

o The box plot in the simulation is based on the data shown to the left of the box plot.
¢ Notice that various aspects of the box plot such as the mean and median are labeled.

o These labels can be hidden by unchecking the "show labels on box plot" button.
o Beneath the data is a pair of buttons that let you specify whether you want to be able to enter data or to see statistics based on

the data.
o When you use the simulation, try to modify the data in various ways and see how it affects the box plot.

o Try putting in some extreme values and see if they get labeled as outliers.
o Outside values are shown as "o’ s" beyond the inner fence.
o Far out values are shown as *’s outside the outer fence.

e You can delete all the data (by pressing the "Clear All button") and enter your own data.

o Your data can be typed in or pasted in from another application.
o When pasting, use keyboard shortcut for pasting (Command-V for Mac, CTRL-V for Windows).
o When you change the data, the box plot will disappear.

After you have entered new data, click the "Draw box plot" button to redraw the box plot.

Illustrated Instructions

The screenshot below shows the box plot simulation with its default data on the left.

Fill in the data below to draw boxplot.
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18 b
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@ Data Entry —Lower adjacent 6.0

Clear All I Draw boxplot
Default Data I ¥ Show labels an boxplot

Figure 2.2.7.1: Box Plot simulation

You can change some or all of the data on the left by editing individual numbers or pasting in your own data. When pasting, you
must use the keyboard shortcut for pasting (Command-V for Mac, CTRL-V for Windows).

This page titled 2.2.7: Box Plot Demo is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

e 2.7: Box Plot Demo by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.8: Bar Charts

Learning Objectives

o Create and interpret bar charts
o Judge whether a bar chart or another graph such as a box plot would be more appropriate

In the section on qualitative variables, we saw how bar charts could be used to illustrate the frequencies of different categories. For

example, the bar chart shown in Figure 2.2.8.1shows how many purchasers of iMac computers were previous Macintosh users,
previous Windows users, and new computer purchasers.

Al

Mumber of Buyers
g

0 j -
None

Windowes. Macintosh

Previous Computer

Figure 2.2.8.1: iMac buyers as a function of previous computer ownership

In this section, we show how bar charts can be used to present other kinds of quantitative information, not just frequency counts.
The bar chart in Figure 2.2.8.2shows the percent increases in the Dow Jones, Standard and Poor 500 (S & P), and Nasdaq stock
indexes from May 24 2000 to May 24 2001. Notice that both the S & P and the Nasdaq had “negative increases” which means
that they decreased in value. In this bar chart, the Y -axis is not frequency but rather the signed quantity percentage increase.

15

75

0

-7.5

Percent Increase

Dow Jones S&P Nasdag
Figure 2.2.8.2: Percent increase in three stock indexes from May 24" 2000 to May 24" 2001

Bar charts are particularly effective for showing change over time. Figure 2.2.8.3 for example, shows the percent increase in the

Consumer Price Index (CPI) over four three-month periods. The fluctuation in inflation is apparent in the graph.

45

hh

July 2000 Cletober 2000 Jnnuany 2001 April 2001
Figure 2.2.8.3: Percent change in the CPI over time. Each bar represents percent increase for the three months ending at the date
indicated

CPI % Increase
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Bar charts are often used to compare the means of different experimental conditions. Figure 2.2.8.4 shows the mean time it took

one of us (DL) to move the mouse to either a small target or a large target. On average, more time was required for small targets
than for large ones.

800

600

400

200

Mean Time (msec)

0

Small Target Large Target
Figure 2.2.8.4: Bar chart showing the means for the two conditions

Although bar charts can display means, we do not recommend them for this purpose. Box plots should be used instead since they
provide more information than bar charts without taking up more space. For example, a box plot of the mouse-movement data is

shown in Figure 2.2.8.5 You can see that Figure 2.2.8.5reveals more about the distribution of movement times than does Figure
2.2.84
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Figure 2.2.8.5: Box plots of times to move the mouse to the small and large targets

The section on qualitative variables presented earlier in this chapter discussed the use of bar charts for comparing distributions.

Some common graphical mistakes were also noted. The earlier discussion applies equally well to the use of bar charts to display
quantitative variables.

This page titled 2.2.8: Bar Charts is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

e 2.8: Bar Charts by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.

https://stats.libretexts.org/@go/page/28693


https://libretexts.org/
https://en.wikipedia.org/wiki/Public_domain
https://stats.libretexts.org/@go/page/28693?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/02%3A_Descriptive_Statistics/2.02%3A_Graphing_Distributions/2.2.08%3A_Bar_Charts
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/02%3A_Descriptive_Statistics/2.02%3A_Graphing_Distributions/2.2.08%3A_Bar_Charts?no-cache
http://www.ruf.rice.edu/~lane/
https://onlinestatbook.com/
https://stats.libretexts.org/@go/page/2287
http://www.ruf.rice.edu/~lane/
https://en.wikipedia.org/wiki/Public_domain
https://onlinestatbook.com/

LibreTexts*

2.2.9: Line Graphs

Learning Objectives

o Create and interpret line graphs
o Judge whether a line graph would be appropriate for a given data set

A line graph is a bar graph with the tops of the bars represented by points joined by lines (the rest of the bar is suppressed). For
example, Figure 2.2.9.1was presented in the section on bar charts and shows changes in the Consumer Price Index (CPI) over

time.
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Figure 2.2.9.2: A line graph of the percent change in the CPI over time. Each point represents percent increase for the three months
ending at the date indicated.
A line graph of these same data is shown in Figure 2.2.9.2 Although the figures are similar, the line graph emphasizes the change
from period to period.

Line graphs are appropriate only when both the X- and Y-axes display ordered (rather than qualitative) variables. Although bar
graphs can also be used in this situation, line graphs are generally better at comparing changes over time. Figure 2.2.9.3 for
example, shows percent increases and decreases in five components of the Consumer Price Index (CPI). The figure makes it easy to
see that medical costs had a steadier progression than the other components. Although you could create an analogous bar chart, its
interpretation would not be as easy.

https://stats.libretexts.org/@go/page/28694



https://libretexts.org/
https://en.wikipedia.org/wiki/Public_domain
https://stats.libretexts.org/@go/page/28694?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/02%3A_Descriptive_Statistics/2.02%3A_Graphing_Distributions/2.2.09%3A_Line_Graphs

LibreTexts*

Housing

Medical Care

CPI% Increase

Food and Beverage

Recreation

Transportation

July 2000 October 2000 January 2001 April 2001

Figure 2.2.9.3: A line graph of the percent change in five components of the CPI over time.
Let us stress that it is misleading to use a line graph when the X-axis contains merely qualitative variables. Figure 2.2.9.4
inappropriately shows a line graph of the card game data from Yahoo, discussed in the section on qualitative variables. The defect
in Figure 2.2.9.4is that it gives the false impression that the games are naturally ordered in a numerical way.

2000
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i
3 00
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¢
o}'nw Blackpack Bridge Gin Cribtage Haars Canasts Pinochi Euchnn Spacion
Figure 2.2.9.4: A line graph, inappropriately used, depicting the number of people playing different card games on Sunday and

Wednesday.

This page titled 2.2.9: Line Graphs is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

e 2.9: Line Graphs by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.10: Dot Plots

Learning Objectives

o Create and interpret dot plots
o Judge whether a dot plot would be appropriate for a given data set

Dot plots can be used to display various types of information. Figure 2.2.10.1uses a dot plot to display the number of M & M's of
each color found in a bag of M & M's. Each dot represents a single M & M. From the figure, you can see that there were 3 blue M

& M's, 19 brown M & M's, etc.
8

Red Orange Yellow

:

Blue Brown G

000000000

Figure 2.2.10.1: A dot plot showing the number of M & M's of various colors in a bag of M & M's

The dot plot in Figure 2.2.10.2shows the number of people playing various card games on the Yahoo website on a Wednesday.
Unlike Figure 2.2.10.1, the location rather than the number of dots represents the frequency.
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Figure 2.2.10.2: A dot plot showing the number of people playing various card games on a Wednesday

The dot plot in Figure 2.2.10.3shows the number of people playing on a Sunday and on a Wednesday. This graph makes it easy to
compare the popularity of the games separately for the two days, but does not make it easy to compare the popularity of a given
game on the two days.
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Figure 2.2.10.3: A dot plot showing the number of people playing various card games on a Sunday and on a Wednesday
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Figure 2.2.10.4: An alternate way of showing the number of people playing various card games on a Sunday and on a Wednesday

The dot plot in Figure 2.2.10.4makes it easy to compare the days of the week for specific games while still portraying differences
among games.

This page titled 2.2.10: Dot Plots is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via source
content that was edited to the style and standards of the LibreTexts platform.

e 2.10: Dot Plots by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.11: Statistical Literacy

Are Commercial Vehicles in Texas Unsafe?
Prerequisites
Graphing Distributions

A news report on the safety of commercial vehicles in Texas stated that one out of five commercial vehicles have been pulled off
the road in 2012 because they were unsafe. In addition, 12, 301 commercial drivers have been banned from the road for safety
violations.

The author presents the bar chart below to provide information about the percentage of fatal crashes involving commercial vehicles
in Texas since 2006. The author also quotes DPS director Steven McCraw:

Commercial vehicles are responsible for approximately 15 percent of the fatalities in Texas crashes. Those who choose to
drive unsafe commercial vehicles or drive a commercial vehicle unsafely pose a serious threat to the motoring public.

Example 2.2.11.1

Based on what you have learned in this chapter, does this bar chart below provide enough information to conclude that unsafe
or unsafely driven commercial vehicles pose a serious threat to the motoring public? What might you conclude if 30 percent of
all the vehicles on the roads of Texas in 2010 were commercial and accounted for 16 percent of fatal crashes?

CRASH STATS

Percentage of fatal

crashes involving
commercial vehicles in
Texas since 2006:

2006 B.92% NN

2007 14.88% I
2008 13.77% N
2009 10.76% N—
20107 15.96% N———

* 2010 data is preliminary
Source: Texas Department
of Public Safety CHRONICLE

Figure 2.2.11.1: Crash Statistics for commercial vehicles in Texas
Solution

This bar chart does not provide enough information to draw such a conclusion because we don’t know, on the average, in a
given year what percentage of all vehicles on the road are commercial vehicles. For example, if 30 percent of all the vehicles
on the roads of Texas in 2010 are commercial ones and only 16 percent of fatal crashes involved commercial vehicles, then
commercial vehicles are safer than non-commercial ones. Note that in this case 70 percent of vehicles are non-commercial and
they are responsible for 84 percent of the fatal crashes.

Linear By Design

Example 2.2.11.2

Fox News aired the line graph below showing the number unemployed during four quarters between 2007 and 2010.
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Figure 2.2.11.2: Fox news graph showing job loss by quarter
Does Fox News' line graph provide misleading information? Why or Why not?

Solution:

There are major flaws with the Fox News graph. First, the title of the graph is misleading. Although the data show the number
unemployed, Fox News’ graph is titled "Job Less by Quarter." Second, the intervals on the X-axis are misleading. Although
there are 6 months between September 2008 and March 2009 and 15 months between March 2009 and June 2010, the
intervals are represented in the graph by very similar lengths. This gives the false impression that unemployment increased
steadily.

The graph presented below is corrected so that distances on the X-axis are proportional to the number of days between the
dates. This graph shows clearly that the rate of increase in the number unemployed is greater between September 2008 and
March 2009 than it is between March 2009 and June 2010.

Number Unemployed for Selected Quarters

= = =
(=] ra +
| | |

Unemployment (Millions)
=]
1

Dec'07 Sept'08 March'09 June'10

Figure 2.2.11.3: Corrected Fox News graph

Contributors and Attributions

e Online Statistics Education: A Multimedia Course of Study (http://onlinestatbook.com/). Project Leader: David M. Lane, Rice
University.

e Seyd Ercan and David Lane
This page titled 2.2.11: Statistical Literacy is shared under a Public Domain license and was authored, remixed, and/or curated by David Lane via
source content that was edited to the style and standards of the LibreTexts platform.

e 2.11: Statistical Literacy by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.2.E: Graphing Distributions (Exercises)

General Questions

Q1

Name some ways to graph quantitative variables and some ways to graph qualitative variables. (relevant section & relevant section)

Q2

Based on the frequency polygon displayed below, the most common test grade was around what score? Explain. (relevant section)

166
148
128
188

=)

Frequency

[=""]
48

28

T T T T T T T T T T

35 45 55 65 75 85 93 185 115 123 135 145 155 165 175
Test Score

Q3

An experiment compared the ability of three groups of participants to remember briefly-presented chess positions. The data are
shown below. The numbers represent the total number of pieces correctly remembered from three chess positions. Create side-by-
side box plots for these three groups. What can you say about the differences between these groups from the box plots? (relevant

section)
Non-players Beginners Tournament players

22.1 325 40.1
22.3 37.1 45.6
26.2 39.1 51.2
29.6 40.5 56.4
31.7 45.5 58.1
33.5 51.3 71.1
38.9 52.6 74.9
39.7 55.7 75.9
43.2 55.9 80.3
43.2 57.7 85.3

Q4

You have to decide between displaying your data with a histogram or with a stem and leaf display. What factor(s) would affect your
choice? (relevant section & relevant section)

Q5

In a box plot, what percent of the scores are between the lower and upper hinges? (relevant section)

Q6
A student has decided to display the results of his project on the number of hours people in various countries slept per night. He
compared the sleeping patterns of people from the US, Brazil, France, Turkey, China, Egypt, Canada, Norway, and Spain. He was
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planning on using a line graph to display this data. Is a line graph appropriate? What might be a better choice for a graph? (relevant
section & relevant section)

Q7

For the data from the 1977 Stat. and Biom. 200 class for eye color, construct: (relevant section)
a. pie graph
b. horizontal bar graph

c. vertical bar graph
d. a frequency table with the relative frequency of each eye color

Eye Color Number of students
Brown 11
Blue 10
Green 4
Gray 1

(Question submitted by J. Warren, UNH)

Q8
A graph appears below showing the number of adults and children who prefer each type of soda. There were 130 adults and kids
surveyed. Discuss some ways in which the graph below could be improved. (relevant section)

45 -

40

35

OKids

30 W Adults

NN

25
20

Coke DietCoke Sprite Cherry
Coke

Preferred Soda

Q9

Which of the box plots below has a large positive skew? Which has a large negative skew? (relevant section & relevant section)
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Questions from Case Studies
The following questions are from the Angry Moods (AM) case study.

Q10

(AM#6) Is there a difference in how much males and females use aggressive behavior to improve an angry mood? For the "Anger-
Out" scores:

a. Create parallel box plots. (relevant section)
b. Create a back to back stem and leaf displays (You may have trouble finding a computer to do this so you may have to do it by
hand.) (relevant section)

Q11
(AM#9) Create parallel box plots for the Anger-In scores by sports participation. (relevant section)

Q12
(AM#11) Plot a histogram of the distribution of the Control-Out scores. (relevant section)

Q13

(AM#14) Create a bar graph comparing the mean Control-In score for the athletes and the non-athletes. What would be a better
way to display this data? (relevant section)

Q14

(AM#18) Plot parallel box plots of the Anger Expression Index by sports participation. Does it look like there are any outliers?
Which group reported expressing more anger? (relevant section)

The following questions are from the Flatulence (F) case study.
Q15
(F#1) Plot a histogram of the variable "per day." (relevant section)
Q16

(F#7) Create parallel box plots of "how long" as a function gender. Why is the 25" percentile not showing? What can you say
about the results? (relevant section)

Q17

(F#9) Create a stem and leaf plot of the variable "how long" What can you say about the shape of the distribution? (relevant
section.1)

The following questions are from the Physicians' Reactions (PR) case study.

018

(PR#1) Create box plots comparing the time expected to be spent with the average-weight and overweight patients. (relevant
section)

Q19

(PR#4) Plot histograms of the time spent with the average-weight and overweight patients. (relevant section)
Q20

(PR#5) To which group does the patient with the highest expected time belong?

The following questions are from the Smiles and Leniency (SL) case study

Q21

(SL#1) Create parallel box plots for the four conditions. (relevant section)

https://stats.libretexts.org/@go/page/28697
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Q22

(SL#3) Create back to back stem and leaf displays for the false smile and neutral conditions. (It may be hard to find a computer
program to do this for you, so be prepared to do it by hand). (relevant section)

The following questions are from the ADHD Treatment (AT) case study.
Q23
(AT#3) Create a line graph of the data. Do certain dosages appear to be more effective than others? (relevant section)

Q24

(AT#5) Create a stem and leaf plot of the number of correct responses of the participants after taking the placebo (d0 variable).
What can you say about the shape of the distribution? (relevant section)

Q25

Create box plots for the four conditions. You may have to rearrange the data to get a computer program to create the box plots.

The following question is from the SAT and College GPA case study.
Q26

Create histograms and stem and leaf displays of both high-school grade point average and university grade point average. In what
way(s) do the distributions differ?

Q27

The April 10th issue of the Journal of the American Medical Association reports a study on the effects of anti-depressants. The
study involved 340 subjects who were being treated for major depression. The subjects were randomly assigned to receive one of
three treatments: St. John's wort (an herb), Zoloft (Pfizer's cousin of Lilly's Prozac) or placebo for an 8-week period. The following
are the mean scores (approximately) for the three groups of subjects over the eight-week experiment. The first column is the
baseline. Lower scores mean less depression. Create a graph to display these means.

Placebo 22.5 19.1 17.9 17.1 16.2 15.1 12.1 12.3
Wort 23.0 20.2 18.2 18.0 16.5 16.1 14.2 13.0
Zoloft 224 19.2 16.6 15.5 14.2 13.1 11.8 10.5

ssessment
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ools for
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The following questions are from . Visit the site

Q28

For the graph below, of heights of singers in a large chorus, please write a complete description of the histogram. Be sure to
comment on all the important features.

Q29

Pretend you are constructing a histogram for describing the distribution of salaries for individuals who are 40 years or older, but are
not yet retired.

a. What is on the Y'-axis? Explain.
b. What is on the X-axis?
c. What would be the probable shape of the salary distribution? Explain why.

Select Answers
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This page titled 2.2.E: Graphing Distributions (Exercises) is shared under a Public Domain license and was authored, remixed, and/or curated by
David Lane via source content that was edited to the style and standards of the LibreTexts platform.

o 2.E: Graphing Distributions (Exercises) by David Lane is licensed Public Domain. Original source: https://onlinestatbook.com.
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2.3: PowerPoints

https://professormo.com/holistic/Powerpoint/ch02.pptx

2.3: PowerPoints is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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3: Regression Analysis

3.1: Videos
3.2: Bivariate Data
3.2.1: Graphing Bivariate Data with Scatterplots
3.2.2: Correlation Coefficient
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3.1: Videos

Ideas of fitting a line - Also covers residuals and correlation

Fitting a least squares regression line - The notion of a "best fitting" line

Detailed Overview: Fitting a least squares regression line

Types of outliers in regression - Points of high leverage and influential points
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Inference for linear regression - Using the t-distribution for inference in regression

is shared under a license and was authored, remixed, and/or curated by LibreTexts.
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3.2: Bivariate Data

In statistics, bivariate data means two variables or measurements per observation. For purposes of this section, we will assume both
measurements are numeric data. These variables are usually represented by the letters X and Y.

Example: Sunglasses sales and rainfall

A company selling sunglasses determined the units per 1000 people and the annual rainfall in 5 cities.
X = rainfall in inches

Y = sales of sunglasses per 1000 people.

X Y
10 40
15 35
20 25
30 25
40 15

In this example there are two numeric measurements for each of the five cities.

3.2: Bivariate Data is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 3.6: Bivariate Data by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.2.1: Graphing Bivariate Data with Scatterplots

A scatterplot is a useful graph for looking for relationships between two numeric variables. This relationship is called correlation.
When performing correlation analysis, ask these questions:

1. What is the direction of the correlation?
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2. What is the strength of the correlation?
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3. What is the shape of the correlation?
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Example: Cucumber yield and rainfall

This scatterplot represents randomly collected data on growing season precipitation and cucumber yield. It is reasonable to
suggest that the amount of water received on a field during the growing season will influence the yield of cucumbers growing

on it.32
Cucumber yield vs precipitation
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Solution

Direction: Correlation is positive, yield increases as precipitation increases.

Strength: There is a moderate to strong correlation.

Shape: Mostly linear, but there may be a slight downward curve in yield as precipitation increases.

Example: GPA and missing class

A group of students at Georgia College conducted a survey asking random students various questions about their academic
profile. One part of their study was to see if there is any correlation between various students’ GPA and classes missed.>3

GPA vs Classes Missed
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Solution
Direction: Correlation, if any, is negative. GPA trends lower for students who miss more classes.
Strength: There is a very weak correlation present.

Shape: Hard to tell, but a linear fit is not unreasonable.

Example: Commute times and temperature

A mathematics instructor commutes by car from his home in San Francisco to De Anza College in Cupertino, California. For
100 randomly selected days during the year, the instructor recorded the commute time and the temperature in Cupertino at time

of arrival.
Commute Time from San Francisco vs Temperature in Cupertino
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Solution

Direction: There is no obvious direction present.
Strength: There is no apparent correlation between commute time and temperature.
Shape: Since there is no apparent correlation, looking for a shape is meaningless.

Other: There are two outliers representing very long commute times.

Example: Age of sugar maple trees

Is it possible to estimate the age of trees by measuring the diameters of the trunks? Data was reconstructed by a comprehensive
study by the US Department of Agriculture. The researchers collected data for old growth sugar maple trees in northern US
forests.3*
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Sugar Maple Trees
400
®
e
.. - ’ ™
300 B © o®
g ¢ O‘:. .‘. o®
g ° e t ‘.. by °.$ e
S 20| o 2. *
§,‘ - o® L IS
[ ]
] ] 0.00. :.o
e o
e® ©
L ]
L ]
0 100 200 300 400 500 600

trunk diameter (mm)

Solution

Direction: There is a positive correlation present. Age increases as trunk size increases.

Strength: The correlation is strong.

Shape: The shape of the graph is curved downward meaning the correlation is not linear.

Example: Gun ownership and gun suicides

This scatterplot represents gun ownership and gun suicides for 73 different countries. The data is adjusted to rates per
population for comparison purposes.>>

Gun Ownership vs. Gun Suicides
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Solution

Direction: There is a positive correlation present. More gun ownership means more gun suicides.

Strength: The correlation is moderate for most data.
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Shape: The shape of the graph is linear for most of the data.

Other: There are a few outliers in which gun ownership is much higher. There is also an outlier with an extremely high suicide
rate.

This final example demonstrates that outliers can make it difficult to read graphs. For example, The United States has the highest
gun ownership rates and the highest suicide by gun rates among these countries, making the United States stand far away from the

bulk of the data in the scatterplot. Montenegro had the second highest suicide by gun rate, but with a much lower gun ownership
rate.

3.2.1: Graphing Bivariate Data with Scatterplots is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 3.6.1: Graphing Bivariate Data with Scatterplots by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.2.2: Correlation Coefficient

The correlation coefficient (represented by the letter r) measures both the direction and strength of a linear relationship or
association between two variables. The value r will always take on a value between -1 and 1. Values close to zero indicate a very
weak correlation. Values close to 1 or -1 indicate a very strong correlation. The correlation coefficient should not be used for non-
linear correlation.

It is important to ignore the sign when determining strength of correlation. For example, r =-0.75 would indicate a stronger
correlation than 7 = 0.62, since -0.75 is farther from zero.

We will use technology to calculate the correlation coefficient, but formulas for manually calculating 7 are presented at the end of
this section.

Interpreting the correlation coefficient (r)

-1<r<1
r =1 means perfect positive correlation
r =-1 means perfect negative correlation
r =0 mean no correlation
The farther r is from zero, the stronger the correlation
r > (0 means positive correlation

r < 0 means negative correlation

Some Examples
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This scatterplot represents randomly collected data on growing season precipitation and cucumber yield.

https://stats.libretexts.org/@go/page/2870!



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28702?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/03%3A_Regression_Analysis/3.02%3A_Bivariate_Data/3.2.02%3A_Correlation_Coefficient

LibreTexts"

l r = 0.871 indicating strong positive correlation.

Example: GPA and missing class

A group of students at Georgia College conducted a survey asking random students various questions about their academic
profile. One part of their study was to see if there is any correlation between various students’ GPA and classes missed.

GPA vs Classes Missed
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r =-0.236 indicating weak negative correlation.

Example: Commute times and temperature

A mathematics instructor commutes by car from his home in San Francisco to De Anza College in Cupertino, California. For
100 randomly selected days during the year, the instructor recorded the commuting time and the temperature in Cupertino at
time of arrival.

Commute Time from San Francisco vs Temperature in Cupertino

80 .
&7 .
=
E )
.gso 8 v:te e
= $ . s .,
g ° © . 3
E . e o.c.ol o4
g L ':. e o.o.‘o'u :
on 0"! 8 .
% * o . °
- - - N o""'.n o ]
40 50 60 70 80 %0 100 110
temperature (degrees F)

7 =-0.02 indicating no correlation.

Calculating the correlation coefficient

Manually calculating the correlation coefficient is a tedious process, but the needed formulas and one simple example are presented
here:
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Formulas for calculating the correlation coefficient (r)

X

___SSXY
V55X -55Y

SSx —5nx?— L(nx)
n
1

SSY =TY? -~ (TY)?

SSXY =¥ XY — l(EX~ YY)
n

Example: Sunglasses sales and rainfall

A company selling sunglasses determined the units sold per 1000 people and the annual rainfall in 5 cities.

X = rainfall in inches

Y = sales of sunglasses per 1000 people.

X Y

10 40

15 35

20 25

30 25

40 15
Solution

First, find the following sums:

XY YY x2Y vy XY

X) Y X2

10 40 100
15 35 225
20 25 400
30 25 900

40 15 1600
115 140 3225

Then, find SSX, SSY, SSXY

SSX =3225 —115%/5 =580
SSY = 4300 —140%/5 =380
SSXY =2775—(115)(140)/5 = —445

Finally, calculate

SSXY —445

1" = =
VS58X-585Y  +/580-330

=—0.9479

1600
1225
625
625
225
4300

400
525
500
750
600
2775

https://stats.libretexts.org/@go/page/28702



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28702?pdf

LibreTexts*

l The correlation coefficient is -0.95, indicating a strong, negative correlation between rainfall and sales of sunglasses.

3.2.2: Correlation Coefficient is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 3.6.2: Correlation Coefficient by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.2.3: Correlation vs. Causation

One of the greatest mistakes people make in Statistics is in confusing correlation with causation.

Example: Nicolas Cage movies and drownings

A study done by law student Tyler Vigan showed a moderate to strong correlation between the number of movies Nicolas Cage
36

releases in a year and the number of drownings in swimming pools in the same year.

The scatterplot shows moderate positive correlation, supported by a correlation coefficient of 0.66.

Nicolas Cage films vs. drownings in swimming pools
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What does this mean? When Nicolas Cage releases a movie, people get excited and go jump in the pool? Or maybe in a year
when there are many drownings, Nicolas Cage gets inspired to release a new movie?

This is an example of a spurious correlation, a correlation that just happens by chance.

Example: Crime and police expenditures

The scatterplot shows data from all 50 states adjusted for population differences. The horizontal axis is annual police
expenditures per person. The vertical axis represents reported violent crimes per 100,000 people per year.

https://stats.libretexts.org/@go/page/28703


https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28703?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/03%3A_Regression_Analysis/3.02%3A_Bivariate_Data/3.2.03%3A_Correlation_vs._Causation

LibreTexts"

Violent Crimes vs Police Expenditures
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There is a moderate positive correlation present, with a correlation coefficient of 0.547.
What does this mean? Here are possible explanations.

1. Police cost causes crime. The more money spent on police, the more crime there is. Eliminate the police to reduce crime.

2. Crime causes police cost. The more crime there is, more police get hired. High crime states need to spend more money on
the police.

3. More police means more reported crimes. The data shows reported crimes, but many crimes go unreported. Having more
police means more reported crimes.

4. Crime and police costs are higher in cities. States like California, Texas and Florida have major cities where all expenses
are higher and there is more crime. So in this example, urbanization is the cause of both variables increasing. (This is an
example of a confounding variable).

The truth is we can’t say why there is a correlation between police expenditures and violent crime. As statisticians, we can only
say the variables are correlated, and we cannot support a cause and effect relationship.

In observational studies such as this, correlation does not equal causation.

Confounding (lurking) variables

A confounding or lurking variable is a variable that is not known to the researcher, but affects the results of the study.

Research has shown there is a strong, positive correlation between shark attacks and ice cream sales. There is actually a store in
New York called Shark’s Ice Cream, possibly inspired by this correlation.?”

A possible confounding variable might be temperature. On hot days people are more likely to swim in the ocean and are also more
likely to buy ice cream.

This graph from the BBC seems to support this claim. 38Both shark attacks and ice cream sales are highest in the summer months.
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In the next section, we will discuss how to design experiments that control for confounding variables.

Hopefully taking this Statistics class will help you avoid making the mistake of confusing correlation and causation. Or, maybe you
already knew that, as inspired by this XKCD comic “Correlation.”>°

T USED T THINK, THEN I TOOK A | | SOUNDS LKE THE
CORRELATION mpur:o STATISTICS CLASS. cmss HELPED.
CAUSATION. Now I DON'T WELL, MAYBE

03 15959

3.2.3: Correlation vs. Causation is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 3.6.3: Correlation vs. Causation by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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SECTION OVERVIEW

3.3: Correlation and Linear Regression

Often in statistical research, we want to discover if there is a relationship between two variables. The explanatory variable is the
“cause” and the response variable is the “effect”, although a true cause and effect relationship can only be established in a
scientific study that controls for all confounding (lurking) variables.

In Chapter 12, we were interested in determining if a person’s gender was a valid explanatory variable of the person’s opinion
about legalization of marijuana for recreational use. In this case, both the explanatory and response variables are categorical and the
appropriate model was the Chi-square Test of Independence.

In Chapter 13, we explored if tofu pizza sales (the response variable) were affected by location of the restaurant (the explanatory
variable). In this case, the explanatory variable was categorical but the response was numeric. The appropriate model for this
example is One Factor Analysis of Variance (ANOVA).

What if we want to determine if a relationship exists when both the explanatory and response variables are both numeric? For
example, does annual rainfall in a city help explain sales of sunglasses? This chapter explores and defines the appropriate model for
this type of problem.

3.3.1: Bivariate Data and Scatterplots Review

3.3.2: The Simple Linear Regression Model

3.3.3: Estimating the Regression Model with the Least-Square Line
3.3.4: Hypothesis Test for Simple Linear Regression

3.3.5: Estimating \( \sigma\), the standard error of the residuals
3.3.6: \( r?2\), The Correlation of Determination

3.3.7: Prediction

3.3.8: Extrapolation

3.3.9: Residual Analysis

3.3: Correlation and Linear Regression is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.
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3.3.1: Bivariate Data and Scatterplots Review

In Chapter 3, we defined bivariate data as data that have two different numeric variables. In an algebra class, these are also known
as ordered pairs. We will let X represent the independent (or explanatory) variable and Y represent the dependent (or response)
variable in this definition. Here is an example of five total pairs in which X represents the annual rainfall in inches in a city and Y
represents annual sales of sunglasses per 1000 population.

The best way to graph bivariate data is by using a Scatterplot in which X, the independent variable is the vertical axis and Y, the
dependent variable is the horizontal axis.

v Example: Rainfall and sunglasses sales

Here is an example and scatterplot of five total pairs where X represents the annual rainfall in inches in a city and Y represents
annual sales of sunglasses per 1000 population.

X=rainfall |Y=sales
10 40
15 35
20 25
30 25
40 15

Solution

In the scatterplot for this data, it appears that cities with more rainfall have lower sales. It also appears that this relationship is
linear, a pattern which can then be exemplified in a statistical model.

Scatterplot of Sales vs Rainfall

40 L]
35 ®

30

Sales

25 ® ®

20

10 5 20 25 30 35 40
Rainfall

https://stats.libretexts.org/@go/page/28705



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28705?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/03%3A_Regression_Analysis/3.03%3A_Correlation_and_Linear_Regression/3.3.01%3A_Bivariate_Data_and_Scatterplots_Review

Li breTexts*

3.3.1: Bivariate Data and Scatterplots Review is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 14.1: Bivariate Data and Scatterplots Review by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.2: The Simple Linear Regression Model

In the scatterplot example shown above, we saw linear correlation between the two dependent variables. We are now going to
create a statistical model relating these two variables, but let’s start by reviewing a mathematical linear model from algebra:

Y =0 +6X

Y': Dependent Variable
X: Independent Variable
Bo: Y - intercept
[B1:Slope

v/ Example

You have a small business producing custom t-shirts. Without marketing, your business has revenue (sales) of $1000 per week.
Every dollar you spend marketing will increase revenue by 2 dollars. Let variable X represent the amount spent on marketing
and let variable Y represent revenue per week. Write a mathematical model that relates X to Y.

Solution

In this example, we are saying that weekly revenue (Y) depends on marketing expense (X). $1000 of weekly revenue
represents the vertical intercept, and $2 of weekly revenue per $1 marketing represents the slope, or rate of change of the
model. We can choose some value of X and determine Y and then plot the points on a scatterplot to see this linear

relationship.
[y | [ Fem—— | et —
$0 $1000

$500 $2000 ;

$1000 $3000

$1500 $4000 -

$2000 $5000 R = - = —

Marketing

We can then write out the mathematical linear model as an equation:

Linear Model Example
Y=8+8X Y =1000+2X
Y: Deperdent Variable Y: Revenue |
X: Indeperdent Variable X : Marketing !
B,: Y—intercept A: $1000 |
A: Slope A $2perSlmarketing

We all learned about these linear models in Algebra classes, but the real world doesn’t generally give such perfect results. In
particular, we can choose what to spend on marketing, but the actual revenue will have more uncertainty. For example, the true

https://stats.libretexts.org/@go/page/28706
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revenue may look more like this:

$1000 $1100 +$100
$500 $2000 $1500 -$500
$1000 $3000 $3500 +$500
$1500 $4000 $3900 -$100
$2000 $5000 $4900 -$100

Scatterplot of Revenue vs Marketing
I
. - = - -

The difference between the actual revenue and the expected revenue is called the residual error, ¢ If we assume that the
residual error (represented by €) is a random variable that follows a normal distribution with 4 =0 and o a constant for all
values of X, we have now created a statistical model called a simple linear regression model.

Scatterplot of Revenue vs Marketing
Regression Model Example

; B s b Y =1000+2X +& = :
X.' _fhmdeﬂ 5 1'a:i Y: Revemue gm

! it pentyy Bl Marketing
B Y—itercept e
A o A $1000 .

D dlgpe . _ oy ooo|
g: Nornul(0,0) A: S2perSimariwting . ] . - .

3.3.2: The Simple Linear Regression Model is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 14.2: The Simple Linear Regression Model by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.3: Estimating the Regression Model with the Least-Square Line

We now return to the case where we know the data and can see the linear correlation in a scatterplot, but we do not know the values
of the parameters of the underlying model. The three parameters that are unknown to us are the y-intercept 3, the slope () and
the standard deviation of the residual error (¢):

Slope parameter: by will be an estimator for 3;
Y-intercept parameter: by will be an estimator for Gy

Standard deviation: s will be an estimator for o

v/ Example

Take the example comparing rainfall to sales of sunglasses in which the scatterplot shows a negative correlation. However,
there are many lines we could draw. How do we find the line of best fit?

Regression line: Y = b+ X

Scatterplot of Sales vs Rainfall
40 [ ]
35 .
£
2
a
5 L] .
20
5| L]
] 5 n x 0 s 40
Rainfall

Solution
Minimizing Sum of Squared Residual Errors (SSE)
We are going to define the “best line” as the line that minimizes the Sum of Squared Residual Errors (SSE).

Suppose we try to fit this data with a line that goes through the first and last point. We can then calculate the equation of this
line using algebra:

y- 185 Sy 4s3-0833x
3 6
The SSE for this line is 47.917:
Predicted Squared
Rainfall Sales Sales Residual Residuals
10 40 40 0 0
15 35 35.833 -0.833 0.654
20 25 31.667 -6.667 44.444
30 25 23.333 1.667 2.778
40 15 15 0 0
Sum of Squared Residuals=  47.917

Although this line is a good fit, it is not the best line. The slope(b;) and intercept(b,) for the line that minimizes SSE is be
calculated using the least squares principle formulas:

https://stats.libretexts.org/@go/page/28707
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X Least squares principle formulas

ssx—sx2- Lexy
n
SSY —=xY?— %(zyf
SSXY = SXY — ~(2X - Ty)
n
 SSXY
Tssx
b=V —b X

In the Rainfall example where X=Rainfall and Y'=Sales of Sunglasses:

X Y X Y X = SSX = 580
16 s 228 1205 g5 " S5Y=380
= SSXY = -445

20 25 400 625 500

30 25 900 625 750 ,

40 15 1600 225 600  * A =-.767
= Dy = 45.647

X 115 140 3225 4300 2775 « ¥ = 45.647 - .767X

The Sum of Squared Residual Errors (SSE) for this line is 38.578, making it the “best line”. (Compare to the value above, in which
we picked the line that perfectly fit the two most extreme points).

Predicted Squared

Rainfall Sales Sales Residual Residuals

10 40 37.977 2.023 4.092529
15 35 34.142 0.858 0.736
20 25 30.307 -5.307 28.164
30 25 22.637 2.363 5.584

40 15 14.967 0.033 0.001089
Sum of Squared Residuals = 38.578

In practice, we will use technology such as Minitab to calculate this line. Here is the example using the Regression Fitted Line Plot
option in Minitab, which determines and graphs the regression equation. The point (20,25) has the highest residual error, but the
overall Sum of Squared Residual Errors (SSE) is minimized.

https://stats.libretexts.org/@go/page/28707
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Fitted Line Plot
Sales = 45.65 - 0.7672 Rainfall
s 3.58597
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3.3.3: Estimating the Regression Model with the Least-Square Line is shared under a CC BY-SA license and was authored, remixed, and/or
curated by LibreTexts.
¢ 14.3: Estimating the Regression Model with the Least-Square Line by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:

http://nebula2.deanza.edu/~mo/holisticInference.html.

https://stats.libretexts.org/@go/page/28707



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28707?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/03%3A_Regression_Analysis/3.03%3A_Correlation_and_Linear_Regression/3.3.03%3A_Estimating_the_Regression_Model_with_the_LeastSquare_Line
https://creativecommons.org/licenses/by-sa/
https://stats.libretexts.org/@go/page/20928
https://www.professormo.com/
https://creativecommons.org/licenses/by-sa/4.0/
http://nebula2.deanza.edu/~mo/holisticInference.html

LibreTexts"

3.3.4: Hypothesis Test for Simple Linear Regression

We will now describe a hypothesis test to determine if the regression model is meaningful; in other words, does the value of X in any way help predict the
expected value of Y?

X Simple Linear Regression ANOVA Hypothesis Test

Model Assumptions

o The residual errors are random and are normally distributed.

o The standard deviation of the residual error does not depend on X
o A linear relationship exists between X and Y’

o The samples are randomly selected

Test Hypotheses

H,: X andY are not correlated
H,: X andY are correlated
H,: [ (slope) =0

H,: [ (slope) # 0

Test Statistic

M SRegression
M SError

@, =11

dfgen =1 —2

Sum of Squares

SSrotal = Y.(Y —Y)?

SSmmor = (Y ~Y)?
S'SRegression = 9STotal — SSError

F=

In simple linear regression, this is equivalent to saying “Are X an Y correlated?”

In reviewing the model, Y = 8y + 51 X + € , as long as the slope (1) has any non-zero value, X will add value in helping predict the expected value of Y.
However, if there is no correlation between X and Y, the value of the slope (31) will be zero. The model we can use is very similar to One Factor ANOVA.

The Results of the test can be summarized in a special ANOVA table:

B B ~ h A= @ M M M ShEh S ) B M oA @

Source of Variation Sum of Squares (SS)

Factor (due to X) SSRegression

Error (Residual) SSError

Total SSTotal n
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v Example: Rainfall and sales of sunglasses

Design: Is there a significant correlation between rainfall and sales of sunglasses?
Research Hypotheses:

H,: Sales and Rainfall are not correlated ~ H,: 01 (slope) = 0

H,: Sales and Rainfall are correlated ~ H,: 01 (slope) # 0

Type I error would be to reject the Null Hypothesis and ¢ claim that rainfall is correlated with sales of sunglasses, when they are not correlated. The test
will be run at a level of significance («) of 5%.

MSRegression

The test statistic from the table will be F = T MSEmor The degrees of freedom for the numerator will be 1, and the degrees of freedom for

denominator will be 5-2=3.

Critical Value for F' at aof 5% with df,um =1 and [df_{den}=3} is 10.13. Reject \(H_o| if F'>10.13. We will also run this test using the p-value
method with statistical software, such as Minitab.

Data/Results

Source SS df MS F |p-value
Regression | 341.422| 1 |341.422 26.551 | 0.0142

Error 38.578 3 12.859

TOTAL 380.000, 4

F =341.422/12.859 = 26.55] which is more than the critical value of 10.13, so Reject H,. Also, the p-value = 0.0142 < 0.05 which also supports
rejecting H,.

Conclusion

Sales of Sunglasses and Rainfall are negatively correlated.

3.3.4: Hypothesis Test for Simple Linear Regression is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

« 14.4: Hypothesis Test for Simple Linear Regression by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.5: Estimating o o, the standard error of the residuals

E(}) = ."}] T+ i'iu

/ .‘\"(.))1.["_)‘{-.'}||.f72)

N(Biz1 + Bo, 0%)

The simple linear regression model (Y = fy + 51X +¢ ) includes a random variable € representing the residual which follows a
Normal Distribution with an expected value of 0 and a standard deviation o which is independent of the value of X. The estimate
of o is called the sample standard error of the residuals and is represented by the symbol s.. We can use the fact that the Mean
Square Error (MSE) from the ANOVA table represents the estimated variance of the residuals errors:

B
s, = s - [T

v Example: Rainfall and sales of sunglasses

For the rainfall data, the standard error of the residuals is determined as:

Se =+/12.859=3.586

Keep in mind that this is the standard deviation of the residual errors and should not be confused with the standard deviation of
Y.

3.3.5: Estimating o, the standard error of the residuals is shared under a CC BY-SA license and was authored, remixed, and/or curated by
LibreTexts.

o 14.5: Estimating \( \sigma\), the standard error of the residuals by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.6:r2r2, The Correlation of Determination

The Regression ANOVA hypothesis test can be used to determine if there is a significant correlation between the independent
variable (X) and the dependent variable (Y). We now want to investigate the strength of correlation.

In the earlier chapter on descriptive statistics, we introduced the correlation coefficient (), a value between -1 and 1. Values of r
close to 0 meant there was little correlation between the variables, while values closer to 1 or -1 represented stronger correlations.

In practice, most statisticians and researchers prefer to use r2, the coefficient of determination as a measure of strength as it
represents the proportion or percentage of the variability of Y that is explained by the variability of X. 87

\(rM{2}=\dfrac{S S_{\text{regression} }{S S_{\text {Total }}} \dquad 0 \% \leq r"{2} \leq 100 \%\)

72 represents the percentage of the variability of Y that is explained by the variability of X.

sl e
R%0.06 REXTHOR, THE DOG-BEARER

T DONT TRUST UINEAR REGRESSIONS WHEN ITS HARDER
T GUESS THE DIRECTION OF THE CORRELATION FROM THE
SCATTER PLOT THAN TO FIND NELJ CONSTELLATIONS ON IT.

We can also calculate the correlation coefficient (r) by taking the appropriate square root of 2, depending on whether the estimate
of the slope (by) is positive or negative:
If b1 > 0, r= \/7‘—2
If b1 < 0, r= —\/7‘—2

v/ Example: Rainfall and sales of sunglasses

For the rainfall data, the coefficient of determination is:
o 341.422
- 380
89.85% of the variability of sales of sunglasses is explained by rainfall.

r =89.85%

We can calculate the correlation coefficient (r) by taking the appropriate square root of r2:

r=—4/.8985=—0.9479

Here we take the negative square root since the slope of the regression line is negative. This shows that there is a strong,
negative correlation between sales of sunglasses and rainfall.

3.3.6: 72, The Correlation of Determination is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 14.6:\(r/2\), The Correlation of Determination by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.7: Prediction

One valuable application of the regression model is to make predictions about the value of the dependent variable if the
independent variable is known.

Consider the example about rainfall and sunglasses sales. Suppose we know that a city has 22 inches of rainfall. We can use the
regression equation to predict the sales of sunglasses:

Y =45.647 — 767X
Yoy =45.647 —.767(22) = 28.7
For a city with 22 inches of annual rainfall, the model predicts sales of 28.7 per 1000 population.

To measure the reliability of this prediction, we can construct confidence intervals. However, we first have to decide what we are
estimating. We could (1) be estimating the expected sales for a city with 22 inches of rainfall, or we could (2) be predicting the
actual sales for a city with 22 inches of rainfall.

a0 .
.
L |

- LIS
.

20 e

10 N

0 10 20 30 40 50

In the graph shown, the green line represents Y = By + 81X +¢ the actual regression line which is unknown. The red line
represents the least square equation, Y =45.647 —.767X, which is derived from the data. The black dot represents our prediction
Y52 = 28.7. The green dot represents the correct population expected value of Y35, while the yellow dot represents a possible
value for the actual predicted value of Ys2. There is more uncertainty in predicting an actual value of Y, than the expected value.

X Confidence interval and Prediction interval
The confidence interval for the expected value of Y for a given value of X is given by:

R 1 (X—-X)?
Yxit-se ;‘f‘ SSX

Degrees of freedom for t = n-2

The prediction interval for the actual value of Y for a given value of X is given by:

. 1 (X-X)
Yyt Seqf 14—+

SSX

Degrees of freedom for t = n-2

v Example: Rainfall sunglasses sales

1. Find a 95% confidence interval for the expected value of sales for a city with 22 inches of rainfall.
2. Find a 95% prediction interval for the value of sales for a city with 22 inches of rainfall.

Solution
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1. Confidence interval

1 (22—23)2
28.74:3.182-3.586/ & + o= =28.745.1(23.6,33.8)

We are 95% confident that the expected annual sales of sunglasses for a city with 22 inches of annual rainfall is between 23.6
and 33.8 sales per 1000 population.

2. Prediction interval

1 22 —23)?
28.7+3.182- 3.586\/1 +—=+ &
5 580

We are 95% confident that the actual annual sales of sunglasses for a city with 22 inches of annual rainfall is between 16.2 and
41.2 sales per 1000 population.

—=28.7+12.5 — (16.2,41.2)

3.3.7: Prediction is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 14.7: Prediction by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source: http:/nebula2.deanza.edu/~mo/holisticInference.html.

https://stats.libretexts.org/@go/page/28711



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/28711?pdf
https://stats.libretexts.org/Courses/American_River_College/STAT_300%3A_My_Introductory_Statistics_Textbook_(Mirzaagha)/03%3A_Regression_Analysis/3.03%3A_Correlation_and_Linear_Regression/3.3.07%3A_Prediction
https://creativecommons.org/licenses/by-sa/
https://stats.libretexts.org/@go/page/20932
https://www.professormo.com/
https://creativecommons.org/licenses/by-sa/4.0/
http://nebula2.deanza.edu/~mo/holisticInference.html

LibreTexts*

3.3.8: Extrapolation

When using the model to make predictions, care must be taken to only choose values of X that are in the range of X values of the
data. In the rainfall/sales example, the values of X range from 10 to 40 inches of rainfall. Choosing a value of X outside this range
is called extrapolation and could lead to invalid results. For example, if we use the model to predict sales for a city with 80 inches
of rainfall, we get an impossible negative result for sales:

Y =45.647 — 767X
Yo = 45.647 —.767(80) = —15.7

3.3.8: Extrapolation is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 14.8: Extrapolation by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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3.3.9: Residual Analysis

In regression, we assume that the model is linear and that the residual errors (Y —Y for each pair) are random and normally
distributed. We can analyze the residuals to see if these assumptions are valid and if there are any potential outliers. In particular:

e The residuals should represent a linear model.

e The standard error (standard deviation of the residuals) should not change when the value of X changes.
o The residuals should follow a normal distribution.

o Look for any potential extreme values of X.

o Look for any extreme residual errors.

v/ Example: Model A

Model A is an example of an appropriate linear regression model. We will make three graphs to test the residual; a scatterplot
with the regression line, a plot of the residuals, and a histogram of the residuals

Fitted Line Plot Versus Fits Histogram
Model A = 3.010 + 1.957 x (respomse in Model A) (resporne is Model A)

Feudual
(I B R S
.

.
-

Fitted Vatue

Here we can see the that residuals appear to be random, the fit is linear, and the histogram is approximately bell shaped. In
addition, there are no extreme outlier values of X or outlier residuals.

v/ Example: Model B

Versus Fits Fitted Line Plot
Fitted Line Plot
Moddel B = 05587 + 2088 x (response is Moded B) n.a—l‘ﬁzl.“:mn

1] - Y .

] ] ® 5 » ® 1 2 3 4 % & T 2 %
Fittad Value

Model B looks like a strong fit, but the residuals are showing a pattern of being positive for low and high values of X and
negative for middle values of X. This indicates that the model is not linear and should be fit with a non-linear regression model
(for example, the third graph shows a quadratic model).

v/ Example: Model C
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Fitted Line Plot Versus Fits
Model C = 0458 + 2437 x {resporne is Model C)
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Model C has a linear fit, but the residuals are showing a pattern of being smaller for low values of X and higher for large
values of X. This violates the assumption that the standard error should not change when the value of X changes. This
phenomena is called heteroscedasticity and requires a data transformation to find a more appropriate model.

v/ Example: Model D

Fitted Line Plot H
Model [} = 8.92% + 1691 x (response is Model D)
] AT

Ry (IS
LR

Model D

g x ¥ % B

Model D seems to have a linear fit, but the residuals are showing a pattern of being larger when they are positive and smaller
when they are negative. This violates the assumption that residuals should follow a normal distribution, as can be seen in the
histogram.

v/ Example: Model E

Fitted Line Plot -
Model [ « 2260 + 1001 x

Histogram
(responye iy Model £) (respoene ks Model E)

Rrudual
3
.
.
“ s e

6 2 4 & &8 W B M N = . » » »
X Fitted Value

Model E seems to have a linear fit, and the residuals look random and normal. However, the value (16,51) is an extreme outlier
value of X and may have an undue influence on the choosing of the regression line.

v/ Example: Model F
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Versus Fits Histogram
Fitted Line Plot
Model F = 2.089 + 3212 % {resporse i3 Model F) (respomse s Moded F)

- . i L "

-
* asan »
.

-

..

Fevdud
.
requency
e w & = = 8 © E 85 &

° F] . [} [] ] L L] L] L3 »n n L " E ] ° L3 L] L]
- Fitted Value Rasicual
Model F seems to have a linear fit, and the residuals look random and normal, except for one outlier at the value (7,40). This
outlier is different than the extreme outlier in Model E, but will still have an undue influence on the choosing of the regression
line.

3.3.9: Residual Analysis is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.
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3.4: Linear Regression and Correlation

Regression analysis is a statistical process for estimating the relationships among variables and includes many techniques for
modeling and analyzing several variables. When the focus is on the relationship between a dependent variable and one or more
independent variables.

3.4.1: Prelude to Linear Regression and Correlation

3.4.2: Linear Equations

3.4.2E: Linear Equations (Exercises)

3.4.3: Scatter Plots
3.4.3E: Scatter Plots (Exercises)

Contributors and Attributions

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

This page titled 3.4: Linear Regression and Correlation is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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3.4.1: Prelude to Linear Regression and Correlation

40 CHAPTER OBJECTIVES

By the end of this chapter, the student should be able to:

o Discuss basic ideas of linear regression and correlation.
o Create and interpret a line of best fit.

o Calculate and interpret the correlation coefficient.

o Calculate and interpret outliers.

Professionals often want to know how two or more numeric variables are related. For example, is there a relationship between the
grade on the second math exam a student takes and the grade on the final exam? If there is a relationship, what is the relationship
and how strong is it? In another example, your income may be determined by your education, your profession, your years of
experience, and your ability. The amount you pay a repair person for labor is often determined by an initial amount plus an hourly
fee.

Figure 3.4.1.1: Linear regression and correlation can help you determine if an auto mechanic’s salary is related to his work
experience. (credit: Joshua Rothhaas)
The type of data described in the examples is bivariate data — "bi" for two variables. In reality, statisticians use multivariate data,
meaning many variables. In this chapter, you will be studying the simplest form of regression, "linear regression" with one
independent variable (z). This involves data that fits a line in two dimensions. You will also study correlation which measures how
strong the relationship is.

This page titled 3.4.1: Prelude to Linear Regression and Correlation is shared under a CC BY 4.0 license and was authored, remixed, and/or
curated by OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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3.4.2: Linear Equations
Linear regression for two variables is based on a linear equation with one independent variable. The equation has the form:
y=a+bx

where a and b are constant numbers. The variable z is the independent variable, and y is the dependent variable. Typically, you
choose a value to substitute for the independent variable and then solve for the dependent variable.

v/ Example 3.4.2.1

The following examples are linear equations.
y=3+2x
y=-0.01+1.2x

? Exercise 3.4.2.1
Is the following an example of a linear equation?

y=—0.125 —3.5x

Answer

yes

The graph of a linear equation of the form y =a+bx is a straight line. Any line that is not vertical can be described by this
equation.

v/ Example 3.4.2.2

Graph the equation y = —1 +2x.
254
20
15 7

10 H

Figure 3.4.2.1.

? Exercise 3.4.2.2

Is the following an example of a linear equation? Why or why not?
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12
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0 1 1 1 I 1 I 1 X
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Figure 3.4.2.2.

Answer

No, the graph is not a straight line; therefore, it is not a linear equation.

v/ Example 3.4.2.3

Aaron's Word Processing Service (AWPS) does word processing. The rate for services is $32 per hour plus a $31.50 one-time
charge. The total cost to a customer depends on the number of hours it takes to complete the job.

Find the equation that expresses the total cost in terms of the number of hours required to complete the job.
Answer

Let z = the number of hours it takes to get the job done.

Let y = the total cost to the customer.

The $31.50 is a fixed cost. If it takes x hours to complete the job, then (32)(z) is the cost of the word processing only. The
total cost is: y = 31.50 + 32x

? Exercise 3.4.2.3

Emma’s Extreme Sports hires hang-gliding instructors and pays them a fee of $50 per class as well as $20 per student in the
class. The total cost Emma pays depends on the number of students in a class. Find the equation that expresses the total cost in
terms of the number of students in a class.

Answer

y =50 +20x

Slope and Y-Intercept of a Linear Equation

For the linear equation y = a + bx , b = slope and a = y-intercept. From algebra recall that the slope is a number that describes the
steepness of a line, and the y-intercept is the y coordinate of the point (0, a) where the line crosses the y-axis.
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(a) (b) (©)

Figure 3.4.2.3:. Three possible graphs of y =a+bx (a) If b > 0, the line slopes upward to the right. (b) If b =0, the line is
horizontal. (c) If b < 0, the line slopes downward to the right.

v/ Example 3.4.2.4

Svetlana tutors to make extra money for college. For each tutoring session, she charges a one-time fee of $25 plus $15 per hour
of tutoring. A linear equation that expresses the total amount of money Svetlana earns for each session she tutors is
y =25+15x.

What are the independent and dependent variables? What is the y-intercept and what is the slope? Interpret them using
complete sentences.

Answer

The independent variable (x) is the number of hours Svetlana tutors each session. The dependent variable (y) is the amount, in
dollars, Svetlana earns for each session.

The y-intercept is 25 (a = 25). At the start of the tutoring session, Svetlana charges a one-time fee of $25 (this is when = 0).
The slope is 15 (b = 15). For each session, Svetlana earns $15 for each hour she tutors.

? Exercise 3.4.2.4

Ethan repairs household appliances like dishwashers and refrigerators. For each visit, he charges $25 plus $20 per hour of
work. A linear equation that expresses the total amount of money Ethan earns per visit is y = 25 + 20x.

What are the independent and dependent variables? What is the y-intercept and what is the slope? Interpret them using
complete sentences.

Answer

The independent variable (x) is the number of hours Ethan works each visit. The dependent variable (y) is the amount, in
dollars, Ethan earns for each visit.

The y-intercept is 25 (a = 25). At the start of a visit, Ethan charges a one-time fee of $25 (this is when = 0). The slope is
20 (b = 20). For each visit, Ethan earns $20 for each hour he works.

Summary

The most basic type of association is a linear association. This type of relationship can be defined algebraically by the equations
used, numerically with actual or predicted data values, or graphically from a plotted curve. (Lines are classified as straight curves.)
Algebraically, a linear equation typically takes the form y = ma + b, where m and b are constants, z is the independent variable, y
is the dependent variable. In a statistical context, a linear equation is written in the form y =a + bz, where a and b are the
constants. This form is used to help readers distinguish the statistical context from the algebraic context. In the equation
y = a+bx , the constant b that multiplies the z variable (b is called a coefficient) is called the slope. The constant a is called the y-
intercept.

The slope of a line is a value that describes the rate of change between the independent and dependent variables. The slope tells us
how the dependent variable (y) changes for every one unit increase in the independent (x) variable, on average. The y-intercept is
used to describe the dependent variable when the independent variable equals zero.
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Formula Review

y = a+ bx where a is the y-intercept and b is the slope. The variable z is the independent variable and y is the dependent variable.

This page titled 3.4.2: Linear Equations is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via source

content that was edited to the style and standards of the LibreTexts platform.
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3.4.2E: Linear Equations (Exercises)

Use the following information to answer the next three exercises. A vacation resort rents SCUBA equipment to certified divers. The
resort charges an up-front fee of $25 and another fee of $12.50 an hour.

What are the dependent and independent variables?

Answer

dependent variable: fee amount; independent variable: time

? Exercise 12.2.6

Find the equation that expresses the total fee in terms of the number of hours the equipment is rented.

? Exercise 12.2.7
Graph the equation from Exercise.

Answer

|;:‘This is a graph of the equation y = 25 + 12.50x. The x-axis is labeled
in intervals of 1 from 0 - 7; the y-axis is labeled in intervals of 25 from

0 - 100. The equation's graph is a line that crosses the y-axis at 25 and is

sloped up and to the right, rising 12.50 units for every one unit of run.

Figure 3.4.2E.4.

Use the following information to answer the next two exercises. A credit card company charges $10 when a payment is late, and $5
a day each day the payment remains unpaid.

? Exercise 12.2.8

Find the equation that expresses the total fee in terms of the number of days the payment is late.

? Exercise 12.2.9

Graph the equation from Exercise.

Answer

|;:‘This is a graph of the equation y = 10 + 5x. The x-axis is labeled in

intervals of 1 from 0 - 7; the y-axis is labeled in intervals of 10 from 0
- 50. The equation's graph is a line that crosses the y-axis at 10 and is
sloped up and to the right, rising 5 units for every one unit of run.

Figure 3.4.2E.5.

? Exercise 12.2.10

Is the equation y = 10 + 52— 3z linear? Why or why not?

? Exercise 12.2.11

Which of the following equations are linear?

ay==6x+8
b.y+7=3x
c y-z =8x2
d4y =8

Answer
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l y=06x 48,4y =8, and y + 7 = 3z are all linear equations.

? Exercise 12.2.12

Does the graph show a linear equation? Why or why not?

8

7 -

6

5

4 4

34

2

14

T T T T T T T 7 T — X
-5 —4 -3 -2 -1 0 1 2 3 4 5
Figure 3.4.2E.6.
Table contains real data for the first two decades of AIDS reporting.
Adults and Adolescents only, United States
Year # AIDS cases diagnosed # AIDS deaths
Pre-1981 91 29

1981 319 121
1982 1,170 453
1983 3,076 1,482
1984 6,240 3,466
1985 11,776 6,878
1986 19,032 11,987
1987 28,564 16,162
1988 35,447 20,868
1989 42,674 27,591
1990 48,634 31,335
1991 59,660 36,560
1992 78,530 41,055
1993 78,834 44,730
1994 71,874 49,095
1995 68,505 49,456
1996 59,347 38,510
1997 47,149 20,736
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Year # AIDS cases diagnosed # AIDS deaths
1998 38,393 19,005
1999 25,174 18,454
2000 25,522 17,347
2001 25,643 17,402
2002 26,464 16,371
Total 802,118 489,093

? Exercise 12.2.13

Use the columns "year" and "# AIDS cases diagnosed. Why is “year” the independent variable and “# AIDS cases diagnosed.”
the dependent variable (instead of the reverse)?

Answer

The number of AIDS cases depends on the year. Therefore, year becomes the independent variable and the number of AIDS
cases is the dependent variable.

Use the following information to answer the next two exercises. A specialty cleaning company charges an equipment fee and an
hourly labor fee. A linear equation that expresses the total amount of the fee the company charges for each session is

y=50+100z.

? Exercise 12.2.14

What are the independent and dependent variables?

What is the y-intercept and what is the slope? Interpret them using complete sentences.

Answer

The y-intercept is 50 (a = 50). At the start of the cleaning, the company charges a one-time fee of $50 (this is when z = 0).
The slope is 100 (b = 100). For each session, the company charges $100 for each hour they clean.

Use the following information to answer the next three questions. Due to erosion, a river shoreline is losing several thousand
pounds of soil each year. A linear equation that expresses the total amount of soil lost per year is y = 12, 000z.

? Exercise 12.2.16

What are the independent and dependent variables?

? Exercise 12.2.17

How many pounds of soil does the shoreline lose in a year?
Answer

12,000 pounds of soil
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? Exercise 12.2.18

What is the y-intercept? Interpret its meaning.

Use the following information to answer the next two exercises. The price of a single issue of stock can fluctuate throughout the
day. A linear equation that represents the price of stock for Shipment Express is y = 15— 1.5z where z is the number of hours
passed in an eight-hour day of trading.

? Exercise 12.2.19

What are the slope and y-intercept? Interpret their meaning.

Answer

The slope is -1.5 (b = —1.5). This means the stock is losing value at a rate of $1.50 per hour. The y-intercept is $15 (a = 15).
This means the price of stock before the trading day was $15.

? Exercise 12.2.19

If you owned this stock, would you want a positive or negative slope? Why?

This page titled 3.4.2E: Linear Equations (Exercises) is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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3.4.3: Scatter Plots

Before we take up the discussion of linear regression and correlation, we need to examine a way to display the relation between
two variables x and y. The most common and easiest way is a scatter plot. The following example illustrates a scatter plot.

v/ Example 3.4.3.1

In Europe and Asia, m-commerce is popular. M-commerce users have special mobile phones that work like electronic wallets
as well as provide phone and Internet services. Users can do everything from paying for parking to buying a TV set or soda
from a machine to banking to checking sports scores on the Internet. For the years 2000 through 2004, was there a relationship
between the year and the number of m-commerce users? Construct a scatter plot. Let = the year and let y = the number of
m-commerce users, in millions.

Table 3.4.3.1: Table showing the number of m-commerce users (in millions) by year.

x (year) y (# of users)
2000 0.5
2002 20.0
2003 33.0
2004 47.0

50 + .

L]
&
@
]
= .
*
1
=
0 T T I
2000 2002 2004
X = year

Figure 3.4.3.1: Scatter plot showing the number of m-commerce users (in millions) by year.

X To create a scatter plot

a. Enter your X data into list L1 and your Y data into list L2.

b. Press 2nd STATPLOT ENTER to use Plot 1. On the input screen for PLOT 1, highlight On and press ENTER. (Make sure
the other plots are OFF.)

c. For TYPE: highlight the very first icon, which is the scatter plot, and press ENTER.

d. For Xlist:, enter L1 ENTER and for Ylist: L2 ENTER.

e. For Mark: it does not matter which symbol you highlight, but the square is the easiest to see. Press ENTER.

f. Make sure there are no other equations that could be plotted. Press Y = and clear any equations out.

g. Press the ZOOM key and then the number 9 (for menu item "ZoomStat") ; the calculator will fit the window to the data.
You can press WINDOW to see the scaling of the axes.

? Exercise 3.4.3.1

Amelia plays basketball for her high school. She wants to improve to play at the college level. She notices that the number of
points she scores in a game goes up in response to the number of hours she practices her jump shot each week. She records the
following data:

https://stats.libretexts.org/@go/page/28718
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X (hours practicing jump shot) Y (points scored in a game)
5 15
7 22
9 28
10 31
11 33
12 36

Construct a scatter plot and state if what Amelia thinks appears to be true.

Answer

35 - °
30 - *

25 -
20 -
15 - .
10 -
5

0 T T T T T T T — X
0 2 4 6 8 10 12 14 16

Figure 3.4.3.2

Yes, Amelia’s assumption appears to be correct. The number of points Amelia scores per game goes up when she practices
her jump shot more.

A scatter plot shows the direction of a relationship between the variables. A clear direction happens when there is either:

o High values of one variable occurring with high values of the other variable or low values of one variable occurring with low
values of the other variable.
o High values of one variable occurring with low values of the other variable.

You can determine the strength of the relationship by looking at the scatter plot and seeing how close the points are to a line, a
power function, an exponential function, or to some other type of function. For a linear relationship there is an exception. Consider
a scatter plot where all the points fall on a horizontal line providing a "perfect fit." The horizontal line would in fact show no
relationship.

When you look at a scatter plot, you want to notice the overall pattern and any deviations from the pattern. The following
scatterplot examples illustrate these concepts.
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Figure 3.4.3.3:

In this chapter, we are interested in scatter plots that show a linear pattern. Linear patterns are quite common. The linear
relationship is strong if the points are close to a straight line, except in the case of a horizontal line where there is no relationship. If
we think that the points show a linear relationship, we would like to draw a line on the scatter plot. This line can be calculated
through a process called linear regression. However, we only calculate a regression line if one of the variables helps to explain or
predict the other variable. If z is the independent variable and y the dependent variable, then we can use a regression line to predict
y for a given value of

Summary

Scatter plots are particularly helpful graphs when we want to see if there is a linear relationship among data points. They indicate
both the direction of the relationship between the z variables and the y variables, and the strength of the relationship. We calculate
the strength of the relationship between an independent variable and a dependent variable using linear regression.

This page titled 3.4.3: Scatter Plots is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via source
content that was edited to the style and standards of the LibreTexts platform.
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3.4.3E: Scatter Plots (Exercises)

? Exercise 3.4.3E.1

Does the scatter plot appear linear? Strong or weak? Positive or negative?
y

7 4
6 -
5 + . . .
4 4
3 .
2] o o

1 - » °

0 T T T T T T T T — X

Figure 3.4.3E.4
Answer

The data appear to be linear with a strong, positive correlation.

? Exercise 3.4.3E.3

Does the scatter plot appear linear? Strong or weak? Positive or negative?

y
7 .
6 - .
5 L .
4 4 .
34
2 . .
14

0 T T T T T T T T — X
0 1 2 3 4 5 6 7 8 9

Figure 3.4.3E.5

? Exercise 3.4.3E.4

Does the scatter plot appear linear? Strong or weak? Positive or negative?
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Figure 3.4.3E.6

Answer

The data appear to have no correlation.

This page titled 3.4.3E: Scatter Plots (Exercises) is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via
source content that was edited to the style and standards of the LibreTexts platform.
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3.5: PowerPoints

https://professormo.com/holistic/Powerpoint/ch13.pptx

3.5: PowerPoints is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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4.1: Videos

Defining probability - Core concepts, explained in detail

Probability trees - Useful tool for conditional probability

Would you take this bet? - Thinking through probability and risk
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SECTION OVERVIEW

4.2: Probability Topics

Probability theory is concerned with probability, the analysis of random phenomena. The central objects of probability theory are
random variables, stochastic processes, and events: mathematical abstractions of non-deterministic events or measured quantities
that may either be single occurrences or evolve over time in an apparently random fashion.

4.2.1: Introduction

4.2.2: Terminology

4.2.3: Independent and Mutually Exclusive Events
4.2.4: Two Basic Rules of Probability

4.2.5: Contingency Tables

4.2.6: Tree and Venn Diagrams

4.2.7: Probability Topics (Worksheet)

4.2.E: Probability Topics (Exericses)

Contributors and Attributions

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

This page titled 4.2: Probability Topics is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via source

content that was edited to the style and standards of the LibreTexts platform.
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4.2.1: Introduction

L,';This is a photo taken of the night sky. A meteor and its tail are shown entering the earth's
atmosphere.

Figure 4.2.1.1. Meteor showers are rare, but the probability of them occurring can be calculated. (credit: Navicore/flickr)

CHAPTER OBJECTIVES
By the end of this chapter, the student should be able to:

o Understand and use the terminology of probability.

e Determine whether two events are mutually exclusive and whether two events are independent.
o Calculate probabilities using the Addition Rules and Multiplication Rules.

¢ Construct and interpret Contingency Tables.

o Construct and interpret Venn Diagrams.

o Construct and interpret Tree Diagrams.

It is often necessary to "guess" about the outcome of an event in order to make a decision. Politicians study polls to guess their
likelihood of winning an election. Teachers choose a particular course of study based on what they think students can comprehend.
Doctors choose the treatments needed for various diseases based on their assessment of likely results. You may have visited a
casino where people play games chosen because of the belief that the likelihood of winning is good. You may have chosen your
course of study based on the probable availability of jobs.

You have, more than likely, used probability. In fact, you probably have an intuitive sense of probability. Probability deals with the
chance of an event occurring. Whenever you weigh the odds of whether or not to do your homework or to study for an exam, you
are using probability. In this chapter, you will learn how to solve probability problems using a systematic approach.

Collaborative Exercise
Your instructor will survey your class. Count the number of students in the class today.

¢ Raise your hand if you have any change in your pocket or purse. Record the number of raised hands.
¢ Raise your hand if you rode a bus within the past month. Record the number of raised hands.
¢ Raise your hand if you answered "yes" to BOTH of the first two questions. Record the number of raised hands.

Use the class data as estimates of the following probabilities. P(change) means the probability that a randomly chosen person in
your class has change in his/her pocket or purse. P(bus) means the probability that a randomly chosen person in your class rode a
bus within the last month and so on. Discuss your answers.

« Find P(change).

 Find P(bus).

¢ Find P(change AND bus) . Find the probability that a randomly chosen student in your class has change in his/her pocket or
purse and rode a bus within the last month.

o Find P(change|bus). Find the probability that a randomly chosen student has change given that he or she rode a bus within the
last month. Count all the students that rode a bus. From the group of students who rode a bus, count those who have change.
The probability is equal to those who have change and rode a bus divided by those who rode a bus.

This page titled 4.2.1: Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via source
content that was edited to the style and standards of the LibreTexts platform.
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4.2.2: Terminology

Probability is a measure that is associated with how certain we are of outcomes of a particular experiment or activity. An
experiment is a planned operation carried out under controlled conditions. If the result is not predetermined, then the experiment is
said to be a chance experiment. Flipping one fair coin twice is an example of an experiment.

A result of an experiment is called an outcome. The sample space of an experiment is the set of all possible outcomes. Three ways
to represent a sample space are: to list the possible outcomes, to create a tree diagram, or to create a Venn diagram. The uppercase
letter S is used to denote the sample space. For example, if you flip one fair coin, S = {H, T} where H = heads and T = tails are
the outcomes.

An event is any combination of outcomes. Upper case letters like A and B represent events. For example, if the experiment is to
flip one fair coin, event A might be getting at most one head. The probability of an event A is written P(A).

# Definition: Probability

The probability of any outcome is the long-term relative frequency of that outcome. Probabilities are between zero and one,
inclusive (that is, zero and one and all numbers between these values).

o P(A) =0 means the event A can never happen.

e P(A) =1 means the event A always happens.

e P(A)=0.5 means the event A is equally likely to occur or not to occur. For example, if you flip one fair coin repeatedly
(from 20 to 2,000 to 20,000 times) the relative frequency of heads approaches 0.5 (the probability of heads).

Equally likely means that each outcome of an experiment occurs with equal probability. For example, if you toss a fair, six-sided
die, each face (1, 2, 3, 4, 5, or 6) is as likely to occur as any other face. If you toss a fair coin, a Head (H) and a Tail (T') are equally
likely to occur. If you randomly guess the answer to a true/false question on an exam, you are equally likely to select a correct
answer or an incorrect answer.

To calculate the probability of an event A when all outcomes in the sample space are equally likely, count the number of
outcomes for event A and divide by the total number of outcomes in the sample space. For example, if you toss a fair dime and a
fair nickel, the sample space is {HH, TH, HT,TT} where T = tails and H = heads. The sample space has four outcomes. A =
getting one head. There are two outcomes that meet this condition {HT, TH}, so P(A) = 2 =0.5.

Suppose you roll one fair six-sided die, with the numbers {1, 2, 3, 4, 5, 6} on its faces. Let event E = rolling a number that is at

least five. There are two outcomes {5, 6}. P(E) = %. If you were to roll the die only a few times, you would not be surprised if

your observed results did not match the probability. If you were to roll the die a very large number of times, you would expect that,
2

overall, & of the rolls would result in an outcome of "at least five". You would not expect exactly %. The long-term relative

frequency of obtaining this result would approach the theoretical probability of % as the number of repetitions grows larger and
larger.

# Definition: Law of Large Numbers

This important characteristic of probability experiments is known as the law of large numbers which states that as the number
of repetitions of an experiment is increased, the relative frequency obtained in the experiment tends to become closer and
closer to the theoretical probability. Even though the outcomes do not happen according to any set pattern or order, overall, the
long-term observed relative frequency will approach the theoretical probability. (The word empirical is often used instead of
the word observed.)

It is important to realize that in many situations, the outcomes are not equally likely. A coin or die may be unfair, or biased. Two
math professors in Europe had their statistics students test the Belgian one Euro coin and discovered that in 250 trials, a head was
obtained 56% of the time and a tail was obtained 44% of the time. The data seem to show that the coin is not a fair coin; more
repetitions would be helpful to draw a more accurate conclusion about such bias. Some dice may be biased. Look at the dice in a
game you have at home; the spots on each face are usually small holes carved out and then painted to make the spots visible. Your
dice may or may not be biased; it is possible that the outcomes may be affected by the slight weight differences due to the different
numbers of holes in the faces. Gambling casinos make a lot of money depending on outcomes from rolling dice, so casino dice are
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made differently to eliminate bias. Casino dice have flat faces; the holes are completely filled with paint having the same density as
the material that the dice are made out of so that each face is equally likely to occur. Later we will learn techniques to use to work
with probabilities for events that are not equally likely.

X The "OR" Event

An outcome is in the event A OR B if the outcome is in A or is in B or is in both A and B. For example, let
A={1,2,3,4,5}and B={4,5,6,7,8}. AORB=1{1,2,3,4,5,6,7,8}. Notice that 4 and 5 are NOT listed twice.

X The "AND" Event

An outcome is in the event A AND B if the outcome is in both A and B at the same time. For example, let A and B be {1, 2,
3, 4,5} and {4, 5, 6, 7, 8}, respectively. Then A AND B=4,5.

The complement of event A is denoted A’ (read "A prime"). A’ consists of all outcomes that are NOT in A. Notice that
P(A)+P(A)=1.
For example, let S = {1,2,3,4,5,6}andlet A =1,2,3,4. Then, A’=5,6 and P(A) = 3, P(A") = 2, and

mm+ij=% %:L

The conditional probability of A given B is written P(A|B). P(A|B) is the probability that event A will occur given that the
event B has already occurred. A conditional reduces the sample space. We calculate the probability of A from the reduced

sample space B. The formula to calculate P(A|B) is
P(AANDB
P(A|B) = g
P(B)

where P(B) is greater than zero.

For example, suppose we toss one fair, six-sided die. The sample space S = {1,2,3,4,5,6}. Let A = face is 2 or 3 and B = face
is even (2, 4, 6). To calculate P(A|B), we count the number of outcomes 2 or 3 in the sample space B ={2,4, 6}. Then we divide
that by the number of outcomes B (rather than S).

We get the same result by using the formula. Remember that S has six outcomes.
P(A AND B)
P(B)

the number of outcomes that are 2 or 3 and evenin S

6
the number of outcomes that are evenin S

6

P(A[B) =

Understanding Terminology and Symbols

It is important to read each problem carefully to think about and understand what the events are. Understanding the wording is the
first very important step in solving probability problems. Reread the problem several times if necessary. Clearly identify the event
of interest. Determine whether there is a condition stated in the wording that would indicate that the probability is conditional;
carefully identify the condition, if any.
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The sample space S is the whole numbers starting at one and less than 20.

a S=

Let event A = the even numbers and event B = numbers greater than 13.

b. A= ,B=
c P(A)= ,P(B)=
d AANDB= ,AORB=
e. P(AANDB) = ,P(AORB) =
A= ,P(A)=

g P(A)+P(A) =

h. P(A|B) = ,P(B|A) = ; are the probabilities equal?

Answer

a5$=1{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19}
b.A={2,4,6,8,10,12,14,16,18},B ={14,15,16,17,18,19}

c P(A)=3%.P(B)=5
d. A AND B = {14, 16 18}, AORB=1{2,4,6,8,10,12,14,15,16,17,18,19}
e. PIAANDB) =2 ,P(AORB)=2

fA'=1,3,57,9,11,13,15,17,19P(A") = 1
g P(A)+P(A)=1((5+2 =1)

P(A AND B)

? Exercise 4.2.2.1

3 P(A AND B) 3
ZE,P(B|A) ng ,NO

The sample space S is the ordered pairs of two whole numbers, the first from one to three and the second from one to four
(Example: (1, 4)).
aS=
Let event A = the sum is even and event B = the first number is prime.
b. A= ,B=
c P(A)= ,P(B) =
d AANDB= ,AORB=
e. P(AAND B) = ,P(AORB) =
f.B' = ,P(B') =
g. P(A)+P(A) =
h. P(A|B) = ,P(BJA) = ; are the probabilities equal?
Answer
a 8={(1,1),(1,2),(1,3),(1,4),(2,1),(2,2), (2,3),(2,4),(3,1), 3,2),(3,3), (3,4)}
b.A={(1,1),(1,3),(2,2),(2,4),(3,1),(3,3)}
B={(2,1),(2,2),(2,3),(2,4), (3, 1), (3,2), (3,3), (3,4)}
c P(A)=1,PB)=2
d.AANDB=1{(2,2),(2,4),(3,1),(3,3)}
AORB={(1,1),(1,3),(2,1),(2,2),(2,3),(2,4), (3,1),(3,2),(3,3), (3,4)}
e. P(AAND B) = %,P(A ORB) = %
fB'—{( ) ( 72)’(1’3)7(174) ’P(B’):%
g. P(B)+P(B)=1
h. P(A[B) = “55= = 1, P(B[A) = 55 = 2 No
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A fair, six-sided die is rolled. Describe the sample space S, identify each of the following events with a subset of S and
compute its probability (an outcome is the number of dots that show up).

a. Event T' = the outcome is two.

b. Event A = the outcome is an even number.
c. Event B = the outcome is less than four.

d. The complement of A.

e. AGIVENB

f. BGIVEN A

g.AANDB

h. AORB

i. AOR B’

j. Event N = the outcome is a prime number.
k. Event I = the outcome is seven.

Solution
aT={2},P(T)= %
b. A=1{2,4,6}, P(A) =+

B(
¢ B={1,2,3}, P(B):%2
dA’'={1,3,5},P(A)=1
e A|B={2}, P(A|B) =
f.B|A={2}, P(B|A) =3}
g. AANDB= 2,P(AANDB):%
h.AORB={1,2,3,4,6}, PIAORB) =2
i AORB’=1{2,4,5,6}, P(AORB’) =
- N={2,3,5},PN)=1
k. A six-sided die does not have seven dots. P(7) =

v/ Example 4.2.2.2B

Table describes the distribution of a random sample .S’ of 100 individuals, organized by gender and whether they are right- or

left-handed.
Right-handed Left-handed
Males 43 9
Females 44 4

Let’s denote the events M = the subject is male, F' = the subject is female, R = the subject is right-handed, L = the subject

is left-handed. Compute the following probabilities:

a. P (M)
P(F)
P(R)
P(L)
P(MANDR)
P(FANDL)
P(MORF)
P(MORR)
P(FORL)
PM

’)
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k. P(R|M)
L P(F|L)
m. P(L|F)

Answer

aP@D 0.52
P(F)=0.48
P(R) =0.87
P(L)=0.13

P(MANDR) = 0.43

P(F ANDL) = 0.04

P(MORF) =1

P(MORR)=0.96

P(F ORL)=0.57

P(M’) =0.48

P(R|M) = 0.8269 (rounded to four decimal places)

P(F|L) = 0.3077 (rounded to four decimal places)

P(

L|F)=0.0833
References
1. “Countries List by Continent.” Worldatlas, 2013. Available online at http://www.worldatlas.com/cntycont.htm (accessed May 2,
2013).
Review

In this module we learned the basic terminology of probability. The set of all possible outcomes of an experiment is called the
sample space. Events are subsets of the sample space, and they are assigned a probability that is a number between zero and one,
inclusive.

Formula Review

A and B are events

P(S) =1 where S is the sample space
0<P(A)<1

P(A|B) = P(A ANDB)

P(B)
Glossary

Conditional Probability

the likelihood that an event will occur given that another event has already occurred

Equally Likely

Each outcome of an experiment has the same probability.

Event

a subset of the set of all outcomes of an experiment; the set of all outcomes of an experiment is called a sample space and is
usually denoted by S. An event is an arbitrary subset in .S. It can contain one outcome, two outcomes, no outcomes (empty
subset), the entire sample space, and the like. Standard notations for events are capital letters such as A, B, C, and so on.

Experiment
a planned activity carried out under controlled conditions

Outcome
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a particular result of an experiment

Probability

a number between zero and one, inclusive, that gives the likelihood that a specific event will occur; the foundation of statistics
is given by the following 3 axioms (by A.N. Kolmogorov, 1930°s): Let S denote the sample space and A and B are two events
in S. Then:

« 0<P(A)L1

o If A and B are any two mutually exclusive events, then P(A OR B) = P(A)+ P(B) .

« P(S)=1

Sample Space

the set of all possible outcomes of an experiment

The AND Event
An outcome is in the event A AND B if the outcome is in both A AND B at the same time.

The Complement Event

The complement of event A consists of all outcomes that are NOT in A.

The Conditional Probability of A GIVEN B
P(A|B) is the probability that event A will occur given that the event B has already occurred.

The Or Event

An outcome is in the event A OR B if the outcome is in A or is in B or is in both A and B.

? Exercise 3.2.2

In a particular college class, there are male and female students. Some students have long hair and some students have short
hair. Write the symbols for the probabilities of the events for parts a through j. (Note that you cannot find numerical answers
here. You were not given enough information to find any probability values yet; concentrate on understanding the symbols.)

¢ Let F be the event that a student is female.

e Let M be the event that a student is male.

e Let S be the event that a student has short hair.
e Let L be the event that a student has long hair.

a. The probability that a student does not have long hair.

b. The probability that a student is male or has short hair.

c. The probability that a student is a female and has long hair.

d. The probability that a student is male, given that the student has long hair.

e. The probability that a student has long hair, given that the student is male.

f. Of all the female students, the probability that a student has short hair.

g. Of all students with long hair, the probability that a student is female.

h. The probability that a student is female or has long hair.

i. The probability that a randomly selected student is a male student with short hair.
j- The probability that a student is female.

Answer

a P(L’) = P(S)
b. P(MOR S)
c. P(FANDL)
d. P(MIL)

e. P(L|M)

£. P(S|F)

g P(F|L)
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h. P(F OR L)
i. P(MAND S)
j. P(F)

Use the following information to answer the next four exercises. A box is filled with several party favors. It contains 12 hats, 15
noisemakers, ten finger traps, and five bags of confetti.

Let H = the event of getting a hat.
Let N = the event of getting a noisemaker.
Let F' = the event of getting a finger trap.

Let C = the event of getting a bag of confetti.

Find P(H).

? Exercise 3.2.4

Find P(N).
Answer
P(N)=2 =2=0.36

? Exercise 3.2.6

Find P(C).
Answer

P(C) =% =0.12

Use the following information to answer the next six exercises. A jar of 150 jelly beans contains 22 red jelly beans, 38 yellow, 20
green, 28 purple, 26 blue, and the rest are orange.

Let B = the event of getting a blue jelly bean

Let G = the event of getting a green jelly bean.
Let O = the event of getting an orange jelly bean.
Let P = the event of getting a purple jelly bean.
Let R = the event of getting a red jelly bean.

Let Y = the event of getting a yellow jelly bean.

Find P(B).
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? Exercise 3.2.8

Find P(G).
Answer
PG) =2 =2=013

? Exercise 3.2.9

Find P(P).

? Exercise 3.2.10

Find P(R).

Answer

) — i — e — 01
Find P(Y).

Find P(O).
Answer

150—22—-38—-20—28—-26 16 8
P(te:z:tO) = 150 = 1—50 = % = 011

Use the following information to answer the next six exercises. There are 23 countries in North America, 12 countries in South
America, 47 countries in Europe, 44 countries in Asia, 54 countries in Africa, and 14 in Oceania (Pacific Ocean region).

Let A = the event that a country is in Asia.

Let E = the event that a country is in Europe.

Let F = the event that a country is in Africa.

Let N = the event that a country is in North America.
Let O = the event that a country is in Oceania.

Let S = the event that a country is in South America.

Find P(A).

? Exercise 3.2.14

Find P(E)
Answer

P(E) =74, =0.24
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Find P(F).

? Exercise 3.2.16

Find P(N).
Answer

P(N)=2 =0.12

Find P(O).

? Exercise 3.2.18

Find P(S).

Answer

12 6
P(S) =12 =& =0.06

? Exercise 3.2.19

What is the probability of drawing a red card in a standard deck of 52 cards?

? Exercise 3.2.20

What is the probability of drawing a club in a standard deck of 52 cards?

Answer
13 1
== 0.25

What is the probability of rolling an even number of dots with a fair, six-sided die numbered one through six?

What is the probability of rolling a prime number of dots with a fair, six-sided die numbered one through six?

Answer
3 _ 1 _
=% =0.5

Use the following information to answer the next two exercises. You see a game at a local fair. You have to throw a dart at a color
wheel. Each section on the color wheel is equal in area.

[,/ .CNX_Stats_C03_M01_021.jpg
Figure 4.2.2.1.

Let B = the event of landing on blue.
Let R = the event of landing on red.
Let G = the event of landing on green.

Let Y = the event of landing on yellow.
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If you land on Y, you get the biggest prize. Find P(Y).

? Exercise 3.2.24

If you land on red, you don’t get a prize. What is P(R))?

Answer

Use the following information to answer the next ten exercises. On a baseball team, there are infielders and outfielders. Some
players are great hitters, and some players are not great hitters.

Let I = the event that a player in an infielder.
Let O = the event that a player is an outfielder.
Let H = the event that a player is a great hitter.

Let N = the event that a player is not a great hitter.

Write the symbols for the probability that a player is not an outfielder.

? Exercise 3.2.26

Write the symbols for the probability that a player is an outfielder or is a great hitter.

Answer

P(OORH)

Write the symbols for the probability that a player is an infielder and is not a great hitter.

? Exercise 3.2.28

Write the symbols for the probability that a player is a great hitter, given that the player is an infielder.

Answer

P(H]T)

? Exercise 3.2.29

Write the symbols for the probability that a player is an infielder, given that the player is a great hitter.

? Exercise 3.2.30

Write the symbols for the probability that of all the outfielders, a player is not a great hitter.

Answer
P(N|O)
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Write the symbols for the probability that of all the great hitters, a player is an outfielder.

Write the symbols for the probability that a player is an infielder or is not a great hitter.
Answer

P(IORN)

Write the symbols for the probability that a player is an outfielder and is a great hitter.

? Exercise 3.2.34

Write the symbols for the probability that a player is an infielder.
Answer

P(I)

What is the word for the set of all possible outcomes?

? Exercise 3.2.36

What is conditional probability?

Answer

The likelihood that an event will occur given that another event has already occurred.

? Exercise 3.2.37

Let F = event that book is fiction

Let N = event that book is nonfiction

What is the sample space?

? Exercise 3.2.38

What is the sum of the probabilities of an event and its complement?

Answer

1

A shelf holds 12 books. Eight are fiction and the rest are nonfiction. Each is a different book with a unique title. The fiction
books are numbered one to eight. The nonfiction books are numbered one to four. Randomly select one book

Use the following information to answer the next two exercises. You are rolling a fair, six-sided number cube. Let E = the event

that it lands on an even number. Let M = the event that it lands on a multiple of three.
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? Exercise 3.2.39

What does P(E|M) mean in words?

? Exercise 3.2.40

What does P(E OR M) mean in words?
Answer

the probability of landing on an even number or a multiple of three

This page titled 4.2.2: Terminology is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via source
content that was edited to the style and standards of the LibreTexts platform.
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4.2.3: Independent and Mutually Exclusive Events

Independent and mutually exclusive do not mean the same thing.

Independent Events
Two events are independent if the following are true:

« P(A[B)=P(A)
« P(B|A)=P(B)
« P(AANDB)=P(A)P(B)

Two events A and B are independent if the knowledge that one occurred does not affect the chance the other occurs. For example,
the outcomes of two roles of a fair die are independent events. The outcome of the first roll does not change the probability for the
outcome of the second roll. To show two events are independent, you must show only one of the above conditions. If two events
are NOT independent, then we say that they are dependent.

X Sampling a population

Sampling may be done with replacement or without replacement (Figure 4.2.3.1):

o With replacement: If each member of a population is replaced after it is picked, then that member has the possibility of
being chosen more than once. When sampling is done with replacement, then events are considered to be independent,
meaning the result of the first pick will not change the probabilities for the second pick.

o Without replacement: When sampling is done without replacement, each member of a population may be chosen only
once. In this case, the probabilities for the second pick are affected by the result of the first pick. The events are considered
to be dependent or not independent.

Population

Figure 4.2.3.1: A visual representation of the sampling process. If the sample items are replaced after each sampling event,
then this is "sampling with replacement" if not, then it is "sampling without replacement". (CC BY-SA 4.0; Dan Kernler).

If it is not known whether A and B are independent or dependent, assume they are dependent until you can show otherwise.

v/ Example 4.2.3.1: Sampling with and without replacement

You have a fair, well-shuffled deck of 52 cards. It consists of four suits. The suits are clubs, diamonds, hearts and spades. There
are 13 cards in each suit consisting of 1, 2, 3, 4, 5, 6, 7, 8,9, 10, J (jack), Q (queen), K (king) of that suit.

a. Sampling with replacement:

Suppose you pick three cards with replacement. The first card you pick out of the 52 cards is the Q of spades. You put this card
back, reshuffle the cards and pick a second card from the 52-card deck. It is the ten of clubs. You put this card back, reshuffle
the cards and pick a third card from the 52-card deck. This time, the card is the Q of spades again. Your picks are {Q of
spades, ten of clubs, QQ of spades}. You have picked the Q of spades twice. You pick each card from the 52-card deck.

b. Sampling without replacement:
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Suppose you pick three cards without replacement. The first card you pick out of the 52 cards is the K of hearts. You put this
card aside and pick the second card from the 51 cards remaining in the deck. It is the three of diamonds. You put this card aside
and pick the third card from the remaining 50 cards in the deck. The third card is the J of spades. Your picks are {K of hearts,
three of diamonds, J of spades}. Because you have picked the cards without replacement, you cannot pick the same card twice.

? Exercise 4.2.3.1

You have a fair, well-shuffled deck of 52 cards. It consists of four suits. The suits are clubs, diamonds, hearts and spades. There
are 13 cards in each suit consisting of 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, J (jack), Q (queen), K (king) of that suit. Three cards are
picked at random.

a. Suppose you know that the picked cards are Q of spades, K of hearts and Q of spades. Can you decide if the sampling was
with or without replacement?
b. Suppose you know that the picked cards are Q) of spades, K of hearts, and J of spades. Can you decide if the sampling was
with or without replacement?
Answer a
With replacement

Answer b

No

v/ Example 4.2.3.2

You have a fair, well-shuffled deck of 52 cards. It consists of four suits. The suits are clubs, diamonds, hearts, and spades.
There are 13 cards in each suit consisting of 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, J (jack), Q (queen), and K (king) of that suit. S =
spades, H = Hearts, D = Diamonds, C = Clubs.

a. Suppose you pick four cards, but do not put any cards back into the deck. Your cards are QS, 1D, 1C, QD.
b. Suppose you pick four cards and put each card back before you pick the next card. Your cards are KH, 7D, 6D, KH.

Which of a. or b. did you sample with replacement and which did you sample without replacement?

Answer a
Without replacement
Answer b

With replacement

? Exercise 4.2.3.2

You have a fair, well-shuffled deck of 52 cards. It consists of four suits. The suits are clubs, diamonds, hearts, and spades.
There are 13 cards in each suit consisting of 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, J (jack), Q (queen), and K (king) of that suit. S =
spades, H = Hearts, D = Diamonds, C = Clubs. Suppose that you sample four cards without replacement. Which of the
following outcomes are possible? Answer the same question for sampling with replacement.

a. QS,1D,1C,QD
b. KH, 7D, 6D, KH
c. QS,7D, 6D, KS
Answer - without replacement
a. Possible; b. Impossible, c. Possible
Answer - with replacement

a. Possible; c. Possible, c. Possible
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Mutually Exclusive Events

A and B are mutually exclusive events if they cannot occur at the same time. This means that A and B do not share any outcomes
and P(AANDB)=0.

For example, suppose the sample space
5$={1,2,3,4,5,6,7,8,9,10}.

Let A ={1,2,3,4,5},B={4,5,6,7,85 and C = {7,9}. AAND B ={4,5}.
2

P(AANDB) =

and is not equal to zero. Therefore, A and B are not mutually exclusive. A and C do not have any numbers in common so
P(A AND C) =0. Therefore, A and C are mutually exclusive.

If it is not known whether A and B are mutually exclusive, assume they are not until you can show otherwise. The following
examples illustrate these definitions and terms.

v/ Example 4.2.3.3

Flip two fair coins.

The sample space is { HH, HT,TH,TT} where T = tails and H = heads. The outcomes are HH, HT,TH, and TT. The
outcomes HT and T H are different. The HT means that the first coin showed heads and the second coin showed tails. The
T H means that the first coin showed tails and the second coin showed heads.

e Let A = the event of getting at most one tail. (At most one tail means zero or one tail.) Then A can be written as
{HH,HT,TH}. The outcome HH shows zero tails. HT and T'H each show one tail.
o Let B = the event of getting all tails. B can be written as {T'T'}. B is the complement of A, so B=A". Also,
P(A)+P(B)=P(A)+PA)=1 .
1

3
o The probabilities for A and for B are P(A) = 1 and P(B) = 1

o Let C = the event of getting all heads. C = {HH}. Since B={T'T'}, P(B AND C) =0 . B and Care mutually

exclusive. B and C have no members in common because you cannot have all tails and all heads at the same time.)

1
e Let D = event of getting more than one tail. D = {T'T'}. P(D) = i

e Let E = event of getting a head on the first roll. (This implies you can get either a head or tail on the second roll.)

2
E={HT,HH} P(E)= 1
o Find the probability of getting at least one (one or two) tail in two flips. Let F = event of getting at least one tail in two

flips. F = {HT,TH,TT}. P(F) = %

? Exercise 4.2.3.3

Draw two cards from a standard 52-card deck with replacement. Find the probability of getting at least one black card.

Answer
The sample space of drawing two cards with replacement from a standard 52-card deck with respect to color is
{BB, BR, RB, RR}
Event A = Getting at least one black card = { BB, BR, RB}
3
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Flip two fair coins. Find the probabilities of the events.

a. Let F' = the event of getting at most one tail (zero or one tail).
b. Let G = the event of getting two faces that are the same.

c. Let H = the event of getting a head on the first flip followed by a head or tail on the second flip.
d. Are F and G mutually exclusive?

e. Let J = the event of getting all tails. Are J and H mutually exclusive?

Solution

Look at the sample space in Example 4.2.3.3

3

1. Zero (0) or one (1) tails occur when the outcomes HH,TH, HT show up. P(F) = 1
2
2. Two faces are the same if HH or T'T show up. P(G) = 1

2
3. A head on the first flip followed by a head or tail on the second flip occurs when HH or HT show up. P(H) = 1

4. F and G share HH so P(F AND G) is not equal to zero (0). F and G are not mutually exclusive.
5. Getting all tails occurs when tails shows up on both coins (7'T"). H’s outcomes are HH and HT'.

J and H have nothing in common so P(J AND H) =0 . J and H are mutually exclusive.

? Exercise 4.2.3.4

A box has two balls, one white and one red. We select one ball, put it back in the box, and select a second ball (sampling with
replacement). Find the probability of the following events:

a. Let F' = the event of getting the white ball twice.

b. Let G = the event of getting two balls of different colors.
c. Let H = the event of getting white on the first pick.

d. Are F and G mutually exclusive?

e. Are G and H mutually exclusive?

Answer

a. P(F)

DO | =0 | =i | =

b. P(G) =

c. P(H)
d. Yes
e. No

v/ Example 4.2.3.5

Roll one fair, six-sided die. The sample space is {1, 2, 3, 4, 5, 6}. Let event A = a face is odd. Then A = {1, 3,5}. Let event
B = aface is even. Then B={2,4,6}.

e Find the complement of A, A’. The complement of A, A’, is B because A and B together make up the sample space.
3 3

P(A)+P(B)=P(A)+P(A’)=1 .Also, P(A) = s and P(B) = 5

o Let event C = odd faces larger than two. Then C = {3,5}. Let event D = all even faces smaller than five. Then

D ={2,4}. P(C AND D) =0 because you cannot have an odd and even face at the same time. Therefore, C and D are
mutually exclusive events.

o Letevent E = all faces less than five. E ={1, 2,3,4}.

Are C and E mutually exclusive events? (Answer yes or no.) Why or why not?
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Answer
1
No.C={3,5}and E={1,2,3,4}. P(CANDE) = e To be mutually exclusive, P(C AND E) must be zero.

o Find P(C|A). This is a conditional probability. Recall that the event C is {3, 5} and event A is {1, 3, 5}. To find P(C|A),
find the probability of C using the sample space A. You have reduced the sample space from the original sample space {1,

2,3,4,5,6} to {1, 3, 5}. So, P(C|A) = %

? Exercise 4.2.3.5

Let event A = learning Spanish. Let event B = learning German. Then A AND B = learning Spanish and German. Suppose
P(A)=0.4 and P(B) =0.2. P(A AND B) =0.08. Are events A and B independent? Hint: You must show ONE of the

following:

« P(AIB)=P(A)

o P(B|A)

« P(AANDB)=P(A)P(B)

Answer

P(A AND B) _0.08
P(B) 0.2

P(A|B) = =0.4=P(A) (4.2.3.1)

The events are independent because P(A|B) = P(A).

v/ Example 4.2.3.6

Let event G = taking a math class. Let event H = taking a science class. Then, G AND H = taking a math class and a
science class. Suppose P(G) = 0.6, P(H) = 0.5, and P(G AND H) =0.3. Are G and H independent?

If G and H are independent, then you must show ONE of the following:

« P(GH)=P(G)

« P(H|G)=P(H)

« P(GANDH)=P(G)P(H)

The choice you make depends on the information you have. You could choose any of the methods here because you have the
necessary information.

a. a. Show that P(G|H) = P(G).
b.b. Show P(G AND H) = P(G)P(H) .

Solution

P(GANDH) 0.3
a PGH)=——=—=0.6=P(G
(GIH) P(H) 0.5 @)
b. P(G)P(H) =(0.6)(0.5) = 0.3 = P(G AND H)
Since G and H are independent, knowing that a person is taking a science class does not change the chance that he or she is
taking a math class. If the two events had not been independent (that is, they are dependent) then knowing that a person is
taking a science class would change the chance he or she is taking math. For practice, show that P(H|G) = P(H) to show that

G and H are independent events.

? Exercise 4.2.3.6

In a bag, there are six red marbles and four green marbles. The red marbles are marked with the numbers 1, 2, 3, 4, 5, and 6.
The green marbles are marked with the numbers 1, 2, 3, and 4.

e R = ared marble
e G = agreen marble
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¢ O = an odd-numbered marble
e The sample space is S = {R1, R2, R3, R4, R5, R6, G1, G2, G3, G4}.

S has ten outcomes. What is P(G AND O) ?

Answer

Event G and O = {G1, G3}
2

P(GandO) = 6 0.2

v/ Example 4.2.3.7

Let event C = taking an English class. Let event D = taking a speech class.
Suppose P(C) =0.75, P(D) =0.3, P(C|D) =0.75 and P(C AND D) = 0.225.
Justify your answers to the following questions numerically.

a. Are C and D independent?

b. Are C and D mutually exclusive?
c. Whatis P(D|C)?

Solution

a. Yes, because P(C|D) = P(C).
b. No, because P(C AND D) is not equal to zero.
P(CANDD) 0225

P(C) ~0.75

? Exercise 4.2.3.7

A student goes to the library. Let events B = the student checks out a book and D = the student checks out a DVD. Suppose
that P(B) =0.40, P(D) =0.30 and P(B AND D) =0.20.

a. Find P(B|D).

b. Find P(D|B).

c. Are B and D independent?

d. Are B and D mutually exclusive?

¢ P(D|C) =

Answer
a. P(B|D) =0.6667
b. P(D|B) =0.5
c. No
d. No

v/ Example 4.2.3.8

In a box there are three red cards and five blue cards. The red cards are marked with the numbers 1, 2, and 3, and the blue cards
are marked with the numbers 1, 2, 3, 4, and 5. The cards are well-shuffled. You reach into the box (you cannot see into it) and

draw one card.
Let

e R =red card is drawn,
¢ B = blue card is drawn,
¢ E = even-numbered card is drawn.

The sample space S = R1, R2, R3, B1, B2, B3, B4, B5.

S has eight outcomes.
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3 5
« PR)= e P(B) = 5 P(R AND B) = 0. (You cannot draw one card that is both red and blue.)
e P(E)= % (There are three even-numbered cards, R2, B2, and B4.)
2
o P(E|B) = T (There are five blue cards: B1, B2, B3, B4, and B5. Out of the blue cards, there are two even cards; B2 and
B4)
2
« P(BE) = 3 (There are three even-numbered cards: R2, B2, and B4. Out of the even-numbered cards, to are blue; B2
and B4.)

o The events R and B are mutually exclusive because P(R AND B) =0 .
2
e Let G = card with a number greater than 3. G = {B4, B5}. P(G) = 3 Let H = blue card numbered between one and
four, inclusive. H = {B1, B2, B3, B4}. P(G|H) = ;. (The only card in H that has a number greater than three is B4.)

Si 2
ince —
8

? Exercise 4.2.3.8

In a basketball arena,

1
1 P(G) = P(G|H), which means that G and H are independent.

e 70% of the fans are rooting for the home team.

e 25% of the fans are wearing blue.

e 20% of the fans are wearing blue and are rooting for the away team.
o Of the fans rooting for the away team, 67% are wearing blue.

Let A be the event that a fan is rooting for the away team.
Let B be the event that a fan is wearing blue.

Are the events of rooting for the away team and wearing blue independent? Are they mutually exclusive?

Answer
. P(B|A):0.67
e P(B)=0.25

So P(B) does not equal P(B|A) which means that BandA are not independent (wearing blue and rooting for the away team
are not independent). They are also not mutually exclusive, because P(B AND A) = 0.20, not 0.

v/ Example 4.2.3.9

In a particular college class, 60% of the students are female. Fifty percent of all students in the class have long hair. Forty-five
percent of the students are female and have long hair. Of the female students, 75% have long hair. Let F' be the event that a
student is female. Let L be the event that a student has long hair. One student is picked randomly. Are the events of being

female and having long hair independent?

e The following probabilities are given in this example:

e P(F)=0.60; P(L)=0.50

e P(FANDL)=0.45

e P(L|F)=0.75

The choice you make depends on the information you have. You could use the first or last condition on the list for this example.
You do not know P(F|L) yet, so you cannot use the second condition.

Solution 1

Check  whether P(FANDL)=P(F)P(L). We are given that P(FANDL)=0.45, but
P(F)P(L)=(0.60)(0.50) =0.30. The events of being female and having long hair are not independent because

P(F AND L) does not equal P(F)P(L).

Solution 2
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Check whether P(L|F) equals P(L). We are given that P(L|F) = 0.75, but P(L) = 0.50; they are not equal. The events of
being female and having long hair are not independent.

Interpretation of Results

The events of being female and having long hair are not independent; knowing that a student is female changes the probability
that a student has long hair.

? Exercise 4.2.3.9

Mark is deciding which route to take to work. His choices are I = the Interstate and F = Fifth Street

e P(I)=0.44 and P(F) =0.55
o P(IANDF) =0 because Mark will take only one route to work.

What is the probability of P(I OR F)?

Answer

Because P(IANDF) =0,
PIORF)=P(I)+P(F)—PIANDF)=0.44+0.56-0=1

v/ Example 4.2.3.10

a. Toss one fair coin (the coin has two sides, H and T'). The outcomes are . Count the outcomes. There are
outcomes.
b. Toss one fair, six-sided die (the die has 1, 2, 3, 4, 5 or 6 dots on a side). The outcomes are . Count the

outcomes. There are ___ outcomes.

c. Multiply the two numbers of outcomes. The answer is

d. If you flip one fair coin and follow it with the toss of one fair, six-sided die, the answer in three is the number of outcomes
(size of the sample space). What are the outcomes? (Hint: Two of the outcomes are H1 and 7°6.)

e. Event A = heads (H) on the coin followed by an even number (2, 4, 6) on the die.
A={ }. Find P(A).

f. Event B = heads on the coin followed by a three on the die. B = { }. Find P(B).

g. Are A and B mutually exclusive? (Hint: What is P(A AND B) ? If P(A AND B) =0, then A and B are mutually
exclusive.)

h. Are A and B independent? (Hint: Is P(A AND B) = P(A)P(B) ?If P(A ANDB) = P(A)P(B) , then A and B are
independent. If not, then they are dependent).

Solution

aHand T;?2

b.1,2,3,4,5,6;6

c. 2(6) =12

d.T1,7T2,T3,T4,T5,T6,H1,H2, H3, H4, H5, H6
3

e. A={H2,H4,H6}; P(A) = 5

. B={H3}; P(B) = %
g. Yes, because P(A AND B) =0

h. P(AANDB) =0 . P(A)P(B) = (—) (—2> . P(A AND B) does not equal P(A)P(B), so A and B are dependent.

? Exercise 4.2.3.10

A box has two balls, one white and one red. We select one ball, put it back in the box, and select a second ball (sampling with
replacement). Let T be the event of getting the white ball twice, F the event of picking the white ball first, S the event of
picking the white ball in the second drawing.
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a. Compute P(T).

b. Compute P(T|F).

c. Are T and F independent?.

d. Are F and S mutually exclusive?
e. Are F and S independent?

Answer

a. P(T)=

NG

1
b. P(T|F) = 5

c. No
d. No
e. Yes

References
1. Lopez, Shane, Preety Sidhu. “U.S. Teachers Love Their Lives, but Struggle in the Workplace.” Gallup Wellbeing, 2013.
http://www.gallup.com/poll/161516/te...workplace.aspx (accessed May 2, 2013).
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Review

Two events A and B are independent if the knowledge that one occurred does not affect the chance the other occurs. If two events
are not independent, then we say that they are dependent.

In sampling with replacement, each member of a population is replaced after it is picked, so that member has the possibility of
being chosen more than once, and the events are considered to be independent. In sampling without replacement, each member of a
population may be chosen only once, and the events are considered not to be independent. When events do not share outcomes,
they are mutually exclusive of each other.

Formula Review
o If A and B are independent, P(A AND B) = P(A)P(B), P(A|B) = P(A) and P(B|A)=P(B).
o If A and B are mutually exclusive, P(A OR B) = P(A) + P(B)andP(AAND B) =0 .

? Exercise 4.2.3.11

E and F are mutually exclusive events. P(E) = 0.4; P(F) = 0.5. Find P(E|F).

? Exercise 4.2.3.12

J and K are independent events. P(J|K) = 0.3. Find P(J).
Answer

P(J)=0.3

? Exercise 4.2.3.13

U and V are mutually exclusive events. P(U) = 0.26; P(V) = 0.37. Find:
a P(UAND V) =

b. P(U|V) =

c. P(UORYV) =
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Q and R are independent events. P(Q) = 0.4 and P(Q AND R) =0.1. Find P(R).
Answer

P(QANDR) = P(Q)P(R)

0.1=(0.4)P(R)

P(R)=0.25

Bringing It Together

? Exercise 4.2.3.16

A previous year, the weights of the members of the San Francisco 49ers and the Dallas Cowboys were published in the San
Jose Mercury News. The factual data are compiled into Table.

Shirt# <210 211-250 251-290 290<
1-33 21 5 0 0
34-66 6 18 7 4
66-99 6 12 22 5

For the following, suppose that you randomly select one player from the 49ers or Cowboys.

If having a shirt number from one to 33 and weighing at most 210 pounds were independent events, then what should be true
about P (Shirt#1-33| < 210 pounds)?

? Exercise 4.2.3.17

The probability that a male develops some form of cancer in his lifetime is 0.4567. The probability that a male has at least one
false positive test result (meaning the test comes back for cancer when the man does not have it) is 0.51. Some of the following
questions do not have enough information for you to answer them. Write “not enough information” for those answers. Let C =
a man develops cancer in his lifetime and P = man has at least one false positive.

a P(C)=

b. P(P|C) =

c P(P|IC) =

d. If a test comes up positive, based upon numerical values, can you assume that man has cancer? Justify numerically and
explain why or why not.

Answer

a. P(C) =0.4567

b. not enough information

c. not enough information

d. No, because over half (0.51) of men have at least one false positive text

? Exercise 4.2.3.18

Given events G and H: P(G) =0.43; P(H) =0.26; P(HAND G) =0.14

a. Find P(HOR G).
b. Find the probability of the complement of event (H AND G).
c. Find the probability of the complement of event (H OR G).
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Given events J and K : P(J) =0.18; P(K) =0.37; P(J OR K) = 0.45

a. Find P(J AND K).
b. Find the probability of the complement of event (J AND K).
c. Find the probability of the complement of event (J AND K).

Answer

a. P(JORK)=P(J)+P(K)— P(J ANDK); 0.45 =0.18 +0.37 — P(J AND K) ; solve to find
P(J ANDK) =0.10
P(NOT (J ANDK))=1—P(J ANDK) =1—0.10 =0.90

c. P(NOT (JORK))=1-P(JORK)=1-0.45=0.55

Glossary

Dependent Events
If two events are NOT independent, then we say that they are dependent.

Sampling with Replacement
If each member of a population is replaced after it is picked, then that member has the possibility of being chosen more than
once.

Sampling without Replacement
When sampling is done without replacement, each member of a population may be chosen only once.

The Conditional Probability of One Event Given Another Event
P(A|B) is the probability that event A will occur given that the event B has already occurred.

The OR of Two Events
An outcome is in the event A OR B if the outcome is in A, is in B, or is in both A and B.

This page titled 4.2.3: Independent and Mutually Exclusive Events is shared under a CC BY 4.0 license and was authored, remixed, and/or
curated by OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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4.2.4: Two Basic Rules of Probability

When calculating probability, there are two rules to consider when determining if two events are independent or dependent and if
they are mutually exclusive or not.

The Multiplication Rule

If A and B are two events defined on a sample space, then:

P(AAND B)=P(B)P(A|B) (4.2.4.1)
This rule may also be written as:
P(A|B) = P(A AND B)
P(B)

(The probability of A given B equals the probability of A and B divided by the probability of B.)
If A and B are independent, then

P(A|B)=P(A).
and Equation 4.2.4.1becomes
P(A AND B) = P(A)P(B).
The Addition Rule
If A and B are defined on a sample space, then:
P(AOR B)=P(A)+ P(B)— P(AAND B) (4.2.4.2)

If A and B are mutually exclusive, then

P(AAND B)=0.

and Equation 4.2.4.2becomes

v/ Example 4.2.4.1

Klaus is trying to choose where to go on vacation. His two choices are: A = New Zealand and B = Alaska.

P(AOR B) = P(A)+ P(B).

e Klaus can only afford one vacation. The probability that he chooses A is P(A) = 0.6 and the probability that he chooses B
is P(B) =0.35.

o P(A AND B) =0 because Klaus can only afford to take one vacation

o Therefore, the probability that he chooses either New Zealand or Alaska is
P(AORB)=P(A)+P(B)=0.6+0.35=0.95 . Note that the probability that he does not choose to go anywhere on
vacation must be 0.05.

Carlos plays college soccer. He makes a goal 65% of the time he shoots. Carlos is going to attempt two goals in a row in the
next game. A = the event Carlos is successful on his first attempt. P(A) =0.65. B = the event Carlos is successful on his
second attempt. P(B) = 0.65. Carlos tends to shoot in streaks. The probability that he makes the second goal GIVEN that he
made the first goal is 0.90.

a. What is the probability that he makes both goals?

b. What is the probability that Carlos makes either the first goal or the second goal?
c. Are A and B independent?

d. Are A and B mutually exclusive?

Solutions
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a. The problem is asking you to find P(AANDB)=P(BANDA) . Since
P(B|A)=0.90 : P(BAND A) = P(B|A)P(A) = (0.90)(0.65) = 0.585

Carlos makes the first and second goals with probability 0.585.
b. The problem is asking you to find P(A OR B).
P(A OR B) = P(A) + P(B) — P(A AND B) = 0.65 +0.65 — 0.585 = 0.715 (4.2.4.3)
Carlos makes either the first goal or the second goal with probability 0.715.
c. No, they are not, because P(B AND A) =0.585.
P(B)P(A) = (0.65)(0.65) = 0.423 (4.2.4.4)
0.423 #0.585 = P(B AND A) (4.2.4.5)
So, P(B AND A) is not equal to P(B)P(A).
d. No, they are not because P(A and B) = 0.585.
To be mutually exclusive, P(A AND B) must equal zero.

? Exercise 4.2.4.1

Helen plays basketball. For free throws, she makes the shot 75% of the time. Helen must now attempt two free throws. C =
the event that Helen makes the first shot. P(C) =0.75. D = the event Helen makes the second shot. P(D) =0.75. The
probability that Helen makes the second free throw given that she made the first is 0.85. What is the probability that Helen
makes both free throws?

Answer
P(D|C)=0.85 (4.2.4.6)
P(CANDD)=P(D ANDC) (4.2.4.7)
P(D AND C) = P(D|C)P(C) = (0.85)(0.75) = 0.6375 (4.2.4.8)

Helen makes the first and second free throws with probability 0.6375.

v/ Example 4.2.4.2

A community swim team has 150 members. Seventy-five of the members are advanced swimmers. Forty-seven of the
members are intermediate swimmers. The remainder are novice swimmers. Forty of the advanced swimmers practice four
times a week. Thirty of the intermediate swimmers practice four times a week. Ten of the novice swimmers practice four
times a week. Suppose one member of the swim team is chosen randomly.

a. What is the probability that the member is a novice swimmer?

b. What is the probability that the member practices four times a week?

c. What is the probability that the member is an advanced swimmer and practices four times a week?

d. What is the probability that a member is an advanced swimmer and an intermediate swimmer? Are being an advanced
swimmer and an intermediate swimmer mutually exclusive? Why or why not?

e. Are being a novice swimmer and practicing four times a week independent events? Why or why not?

Answer

28

150
80

150
40

c
150

d. P(advanced AND intermediate) = 0, so these are mutually exclusive events. A swimmer cannot be an advanced
swimmer and an intermediate swimmer at the same time.
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e. No, these are not independent events.

P(novice AND practices four times per week) = 0.0667 (4.2.4.9)
P(novice)P(practices four times per week) = 0.0996 (4.2.4.10)
0.0667 £ 0.0996 (4.2.4.11)

? Exercise 4.2.4.2

A school has 200 seniors of whom 140 will be going to college next year. Forty will be going directly to work. The remainder
are taking a gap year. Fifty of the seniors going to college play sports. Thirty of the seniors going directly to work play sports.
Five of the seniors taking a gap year play sports. What is the probability that a senior is taking a gap year?

Answer

P="———— = _0.1 (4.2.4.12)

v/ Example 4.2.4.3

Felicity attends Modesto JC in Modesto, CA. The probability that Felicity enrolls in a math class is 0.2 and the probability that
she enrolls in a speech class is 0.65. The probability that she enrolls in a math class GIVEN that she enrolls in speech class is
0.25.

Let: M = math class, S = speech class, M|S = math given speech
a. What is the probability that Felicity enrolls in math and speech?
Find P(M AND S) = P(M|S)P(S) .
b. What is the probability that Felicity enrolls in math or speech classes?
Find PIM OR S) = P(M) + P(S) — P(M AND S)
c. Are M and S independent? Is P(M|S) = P(M)?
d. Are M and S mutually exclusive? Is P(M AND S) =0 ?

Answer

a. 0.1625, b. 0.6875, c. No, d. No

? Exercise 4.2.4.3

A student goes to the library. Let events B = the student checks out a book and D = the student check out a DVD. Suppose
that P(B) =0.40, P(D) = 0.30 and P(D|B) =0.5.

a. Find P(BAND D) .

b. Find P(BOR D).

Answer

a. P(BAND D) = P(D|B)P(B) = (0.5)(0.4) = 0.20 .
b. P(BOR D) = P(B) +P(D) — P(B AND D) = 0.40 +0.30 — 0.20 = 0.50

v/ Example 4.2.4.4

Studies show that about one woman in seven (approximately 14.3%) who live to be 90 will develop breast cancer. Suppose that
of those women who develop breast cancer, a test is negative 2% of the time. Also suppose that in the general population of
women, the test for breast cancer is negative about 85% of the time. Let B = woman develops breast cancer and let N = tests
negative. Suppose one woman is selected at random.

a. What is the probability that the woman develops breast cancer? What is the probability that woman tests negative?
b. Given that the woman has breast cancer, what is the probability that she tests negative?
c. What is the probability that the woman has breast cancer AND tests negative?
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d. What is the probability that the woman has breast cancer or tests negative?
e. Are having breast cancer and testing negative independent events?
f. Are having breast cancer and testing negative mutually exclusive?

Answers
a. P(B) =0.143; P(N) = 0.85
b. P(N|B) =0.02
c. P(BAND N) = P(B)P(N|B) = (0.143)(0.02) = 0.0029
d. P(BORN) = P(B) + P(N) — P(BAND N) = 0.143 +0.85 — 0.0029 = 0.9901
e. No. P(N) =0.85; P(N|B) = 0.02. So, P(N|B) does not equal P(N).
f. No. P(BAND N) =0.0029. For B and N to be mutually exclusive, P(B AND N) must be zero

? Exercise 4.2.4.4

A school has 200 seniors of whom 140 will be going to college next year. Forty will be going directly to work. The remainder
are taking a gap year. Fifty of the seniors going to college play sports. Thirty of the seniors going directly to work play sports.
Five of the seniors taking a gap year play sports. What is the probability that a senior is going to college and plays sports?

Answer
Let A = student is a senior going to college.

Let B = student plays sports.

140
P(B) =500
50
P(BIA) =5
P(A AND B) = P(B|A)P(A)
140 50 1
P(AANDB) = (555 X370) = 1

v/ Example 4.2.4.5

Refer to the information in Example 4.2.4.4 P = tests positive.

a. Given that a woman develops breast cancer, what is the probability that she tests positive. Find P(P|B) =1 — P(N|B).
b. What is the probability that a woman develops breast cancer and tests positive. Find P(B AND P) = P(P|B)P(B) .

c. What is the probability that a woman does not develop breast cancer. Find P(B") =1 — P(B) .

d. What is the probability that a woman tests positive for breast cancer. Find P(P) =1 — P(N) .

Answer

a. 0.98; b. 0.1401; c. 0.857; d. 0.15

? Exercise 4.2.4.5

A student goes to the library. Let events B = the student checks out a book and D = the student checks out a DVD. Suppose
that P(B) =0.40, P(D) = 0.30 and P(D|B) =0.5.

a. Find P(B").

b. Find P(D AND B)..
c. Find P(B|D).

d. Find P(D AND B').
(

e. Find P(D|B’).
Answer
a. P(B") =0.60
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P(D AND B) = P(D|B)P(B) = 0.20
P(BANDD)  (
. P(BD) = PO
d. P(D AND B’) = P(D) — P(D AND B) = 0.30 — 0.20 = 0.10
e. P(D|B’) = P(D AND B")P(B’) = (P(D) — P(D AND B))(0.60) = (0.10)(0.60) = 0.06

0
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Review

The multiplication rule and the addition rule are used for computing the probability of A and B, as well as the probability of A or
B for two given events A, B defined on the sample space. In sampling with replacement each member of a population is replaced
after it is picked, so that member has the possibility of being chosen more than once, and the events are considered to be
independent. In sampling without replacement, each member of a population may be chosen only once, and the events are
considered to be not independent. The events A and B are mutually exclusive events when they do not have any outcomes in
common.

Formula Review
The multiplication rule: P(A AND B) = P(A|B)P(B)
The addition rule: P(A OR B) = P(A)+ P(B) — P(A AND B)

Use the following information to answer the next ten exercises. Forty-eight percent of all Californians registered voters prefer life
in prison without parole over the death penalty for a person convicted of first degree murder. Among Latino California registered
voters, 55% prefer life in prison without parole over the death penalty for a person convicted of first degree murder. 37.6% of all
Californians are Latino.

In this problem, let:

e C = Californians (registered voters) preferring life in prison without parole over the death penalty for a person convicted of
first degree murder.
e L = Latino Californians

Suppose that one Californian is randomly selected.

? Exercise 4.2.4.5

Find P(C).
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? Exercise 4.2.4.6

Find P(L).
Answer

0.376

? Exercise 4.2.4.7

Find P(C|L).

? Exercise 4.2.4.8

In words, what is C|L?
Answer

C|L means, given the person chosen is a Latino Californian, the person is a registered voter who prefers life in prison without
parole for a person convicted of first degree murder.

? Exercise 4.2.4.9

Find P(L AND C)

? Exercise 4.2.4.10

In words, what is L AND C?
Answer

L AND C is the event that the person chosen is a Latino California registered voter who prefers life without parole over the
death penalty for a person convicted of first degree murder.

? Exercise 4.2.4.11

Are L and C independent events? Show why or why not.

? Exercise 4.2.4.12

Find P(L OR C).
Answer

0.6492

? Exercise 4.2.4.13

In words, what is L OR C?

? Exercise 4.2.4.14

Are L and C mutually exclusive events? Show why or why not.
Answer

No, because P(LL AND C) does not equal 0.
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Glossary

Independent Events
The occurrence of one event has no effect on the probability of the occurrence of another event. Events A and B are
independent if one of the following is true:
1. P(AIB)=P(A)
2. P(B|A)=P(B)
3. P(AANDB)=P(A)P(B)

Mutually Exclusive

Two events are mutually exclusive if the probability that they both happen at the same time is zero. If events A and B are
mutually exclusive, then P(A ANDB) =0.

This page titled 4.2.4: Two Basic Rules of Probability is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.

« 3.4: Two Basic Rules of Probability by OpenStax is licensed CC BY 4.0. Original source: https://openstax.org/details/books/introductory-

statistics.
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4.2.5: Contingency Tables

A contingency table provides a way of portraying data that can facilitate calculating probabilities. The table helps in determining
conditional probabilities quite easily. The table displays sample values in relation to two different variables that may be dependent
or contingent on one another. Later on, we will use contingency tables again, but in another manner.

v/ Example 4.2.5.1

Suppose a study of speeding violations and drivers who use cell phones produced the following fictional data:

Speeding violation in the last No speeding violation in the

year last year Total
Cell phone user 25 280 305
Not a cell phone user 45 405 450
Total 70 685 755

The total number of people in the sample is 755. The row totals are 305 and 450. The column totals are 70 and 685. Notice that
305 + 450 = 755 and 70 + 685 = 755.

Calculate the following probabilities using the table.

a. Find P(Person is a cell phone user).
b. Find P(person had no violation in the last year).
c. Find P(Person had no violation in the last year AND was a cell phone user) .

e. Find P(Person is a cell phone user GIVEN person had a violation in the last year) .

(
(
d. Find P(Person is a cell phone user OR person had no violation in the last year) .
(
f. Find P(Person had no violation last year GIVEN person was not a cell phone user)

Answer

number of cell phone users _ 305

total number in study 755
b number that had no violation ~ 685
’ total number in study 755
280
" 755
o (205, 685) 280 710
"\ 755 ' 755 755 755

5
e. 70 (The sample space is reduced to the number of persons who had a violation.)

05
f. 150 (The sample space is reduced to the number of persons who were not cell phone users.)

? Exercise 4.2.5.1

Table shows the number of athletes who stretch before exercising and how many had injuries within the past year.

Injury in last year No injury in last year Total
Stretches 55 295 350
Does not stretch 231 219 450
Total 286 514 800

a. What is P(athlete stretches before exercising)?
b. What is P(athlete stretches before exercising|no injury in the last year) ?
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Answer

350
a. P(athlete stretches before exercising) = 300 0.4375

2
b. P(athlete stretches before exercising|no injury in the last year) = 5—?2 =0.5739

v/ Example 4.2.5.2

Table shows a random sample of 100 hikers and the areas of hiking they prefer.
Hiking Area Preference

Near Lakes and

Sex The Coastline Streams On Mountain Peaks Total
Female 18 16 o 45
Male . . 14 55
Total 41

a. Complete the table.
b. Are the events "being female" and "preferring the coastline" independent events? Let F = being female and let C =
preferring the coastline.

1. Find P(F AND C).
2. Find P(F)P(C)
3. Are these two numbers the same? If they are, then F and C are independent. If they are not, then F and C are not
independent.
c. Find the probability that a person is male given that the person prefers hiking near lakes and streams. Let M = being male,
and let L = prefers hiking near lakes and streams.
1. What word tells you this is a conditional?
2. Fill in the blanks and calculate the probability: P(__ | )=__ .
3. Is the sample space for this problem all 100 hikers? If not, what is it?
d. Find the probability that a person is female or prefers hiking on mountain peaks. Let F = being female, and let P = prefers
mountain peaks.
1. Find P(F).
2. Find P(P).
3. Find P(F AND P).
4. Find P(F OR P).

Answers
a.
Hiking Area Preference
Sex The Coastline Near Lakes and Streams On Mountain Peaks Total
Female 18 16 1 45
Male 16 25 14 55
Total 34 41 25 100
b.
P(FANDC) = ﬁ =0.18
100
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P(F)P(C) = (%) (1‘%) — (0.45)(0.34) = 0.153

P(F AND C) # P(F)P(C), so the events F and C are not independent.
c.

1. The word 'given' tells you that this is a conditional.

2
2. P(M|L) = 4—?
3. No, the sample space for this problem is the 41 hikers who prefer lakes and streams.
d.
a. Find P(F).
b. Find P(P).
c. Find P(F AND P).
d. Find P(F OR P).
d.
45
1. P(F)=—
(F) 12050
2.P(P)=—=
(P) 100 o
.P(FANDP)=—
» ) 4%00 25 11 59
4 PFORP)=—4+——-—=—

100 ' 100 100 100

? Exercise 4.2.5.2

Table shows a random sample of 200 cyclists and the routes they prefer. Let M = males and H = hilly path.

Gender Lake Path Hilly Path Wooded Path Total

Female 45 38 27 110
Male 26 52 12 90
Total 71 90 39 200

a. Out of the males, what is the probability that the cyclist prefers a hilly path?
b. Are the events “being male” and “preferring the hilly path” independent events?

Answer
a. P(HM) = % =0.5778
b. For M and H to be independent, show P(H|M) = P(H)
P(H|M) = 0.5778, P(H) = ﬂ =0.45

200
P(H|M) does not equal P(H) so M and H are NOT independent.

v/ Example 4.2.5.3

Muddy Mouse lives in a cage with three doors. If Muddy goes out the first door, the probability that he gets caught by Alissa

1 4
the cat is — and the probability he is not caught is 5 If he goes out the second door, the probability he gets caught by Alissa is

1 3 1
1 and the probability he is not caught is 1 The probability that Alissa catches Muddy coming out of the third door is 3 and
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1
the probability she does not catch Muddy is 5 It is equally likely that Muddy will choose any of the three doors so the

probability of choosing each door is 3

Door Choice

Caught or Not Door One Door Two Door Three Total
Caught i i l .
15 12 6
Not Caught i 3 l
15 12 6
Total 1
! 1 1 1) .
o The first entry T=\5)l3)is P(Door One AND Caught)
4 4 1) .
o The entry -\ )l3)s P(Door One AND Not Caught)

Verify the remaining entries.

a. Complete the probability contingency table. Calculate the entries for the totals. Verify that the lower-right corner entry is 1.
b. What is the probability that Alissa does not catch Muddy?
c. What is the probability that Muddy chooses Door One OR Door Two given that Muddy is caught by Alissa?

Solution
Door Choice
Caught or Not Door One Door Two Door Three Total
Caught 1 1 1 19
15 12 6 60
Not Caught 4 3 1 41
15 12 6 60
Total 5 4 2 1
15 12 6
41
b. —
60
. 9
19
v/ Example 4.2.5.4
Table contains the number of crimes per 100,000 inhabitants from 2008 to 2011 in the U.S.
United States Crime Index Rates Per 100,000 Inhabitants 2008—2011
Year Robbery Burglary Rape Vehicle Total
2008 145.7 732.1 29.7 314.7
2009 133.1 717.7 29.1 259.2
2010 119.3 701 27.7 239.1
2011 113.7 702.2 26.8 229.6
Total
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TOTAL each column and each row. Total data = 4,520.7

a. Find P(2009 AND Robbery).
b. Find P(2010 AND Burglary).
c. Find P(2010 OR Burglary).
d. Find P(2011|Rape)

e. Find P(Vehicle|2008)

Answer

a. 0.0294, b. 0.1551, c. 0.7165, d. 0.2365, e. 0.2575

? Exercise 4.2.5.3

Table relates the weights and heights of a group of individuals participating in an observational study.

Weight/Height Tall Medium Short Totals
Obese 18 28 14
Normal 20 51 28
Underweight 12 25 9
Totals

a. Find the total for each row and column

b. Find the probability that a randomly chosen individual from this group is Tall.

c. Find the probability that a randomly chosen individual from this group is Obese and Tall.

d. Find the probability that a randomly chosen individual from this group is Tall given that the idividual is Obese.
e. Find the probability that a randomly chosen individual from this group is Obese given that the individual is Tall.
f. Find the probability a randomly chosen individual from this group is Tall and Underweight.

g. Are the events Obese and Tall independent?

Answer
Weight/Height Tall Medium Short Totals
Obese 18 28 14 60
Normal 20 51 28 99
Underweight 12 25 9 46
Totals 50 104 51 205

a. Row Totals: 60, 99, 46. Column totals: 50, 104, 51.

b. P(Tall) = % =0.244

c. P(Obese AND Tall) = % =0.088

d. P(Tall|Obese) = % =0.3
1
e. P(Obese|Tall) = 5—3 =0.36
f. P(Tall AND Underweight) = 2 0.0585

205
g. No. P(Tall) does not equal P(Tall|Obese).
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Review

There are several tools you can use to help organize and sort data when calculating probabilities. Contingency tables help display
data and are particularly useful when calculating probabilities that have multiple dependent variables.

Use the following information to answer the next four exercises. Table shows a random sample of musicians and how they learned
to play their instruments.

Gender Self-taught Studied in School Private Instruction Total

Female 12 38 22 72
Male 19 24 15 58
Total 31 62 37 130

? Exercise 3.5.4

Find P(musician is a female).

Find P(musician is a male AND had private instruction).

Answer

3 =0.12

5
P(musician is a male AND had private instruction) = 130 — 26

? Exercise 3.5.6

Find P(musician is a female OR is self taught).

Are the events “being a female musician” and “learning music in school” mutually exclusive events?

Answer

The events are not mutually exclusive. It is possible to be a female musician who learned music in school.
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Bringing it Together

Use the following information to answer the next seven exercises. An article in the New England Journal of Medicine, reported
about a study of smokers in California and Hawaii. In one part of the report, the self-reported ethnicity and smoking levels per day
were given. Of the people smoking at most ten cigarettes per day, there were 9,886 African Americans, 2,745 Native Hawaiians,
12,831 Latinos, 8,378 Japanese Americans, and 7,650 Whites. Of the people smoking 11 to 20 cigarettes per day, there were 6,514
African Americans, 3,062 Native Hawaiians, 4,932 Latinos, 10,680 Japanese Americans, and 9,877 Whites. Of the people smoking
21 to 30 cigarettes per day, there were 1,671 African Americans, 1,419 Native Hawaiians, 1,406 Latinos, 4,715 Japanese
Americans, and 6,062 Whites. Of the people smoking at least 31 cigarettes per day, there were 759 African Americans, 788 Native
Hawaiians, 800 Latinos, 2,305 Japanese Americans, and 3,970 Whites.

? Exercise 3.5.8

Complete the table using the data provided. Suppose that one person from the study is randomly selected. Find the probability
that person smoked 11 to 20 cigarettes per day.

Smoking Levels by Ethnicity

. African Native . Japanese
Smoking Level K . Latino P R
American Hawaiian Americans

White TOTALS

31+

TOTALS

? Exercise 3.5.9

Suppose that one person from the study is randomly selected. Find the probability that person smoked 11 to 20 cigarettes per
day.

Answer

35,065
100, 450

? Exercise 3.5.10

Find the probability that the person was Latino.

? Exercise 3.5.11

In words, explain what it means to pick one person from the study who is “Japanese American AND smokes 21 to 30
cigarettes per day.” Also, find the probability.

Answer

To pick one person from the study who is Japanese American AND smokes 21 to 30 cigarettes per day means that the person
has to meet both criteria: both Japanese American and smokes 21 to 30 cigarettes. The sample space should include everyone
4,715

in the study. Th bability is ———.
in the study. The probability is 100,450
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In words, explain what it means to pick one person from the study who is “Japanese American OR smokes 21 to 30 cigarettes
per day.” Also, find the probability.

? Exercise 3.5.13

In words, explain what it means to pick one person from the study who is “Japanese American GIVEN that person smokes 21
to 30 cigarettes per day.” Also, find the probability.

Answer
To pick one person from the study who is Japanese American given that person smokes 21-30 cigarettes per day, means that

the person must fulfill both criteria and the sample space is reduced to those who smoke 21-30 cigarettes per day. The

)

1
15,273

probability is

? Exercise 3.5.14

Prove that smoking level/day and ethnicity are dependent events.

Glossary

contingency table

the method of displaying a frequency distribution as a table with rows and columns to show how two variables may be
dependent (contingent) upon each other; the table provides an easy way to calculate conditional probabilities.

This page titled 4.2.5: Contingency Tables is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via
source content that was edited to the style and standards of the LibreTexts platform.
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4.2.6: Tree and Venn Diagrams

Sometimes, when the probability problems are complex, it can be helpful to graph the situation. Tree diagrams and Venn diagrams
are two tools that can be used to visualize and solve conditional probabilities.

Tree Diagrams

A tree diagram is a special type of graph used to determine the outcomes of an experiment. It consists of "branches" that are
labeled with either frequencies or probabilities. Tree diagrams can make some probability problems easier to visualize and solve.
The following example illustrates how to use a tree diagram.

v Example 4.2.6.1: Probabilities from Sampling with replacement

In an urn, there are 11 balls. Three balls are red (R) and eight balls are blue (B). Draw two balls, one at a time, with
replacement (remember that "with replacement" means that you put the first ball back in the urn before you select the second
ball). The tree diagram using frequencies that show all the possible outcomes follows.

1st Draw
8B 3R
/\ /\ 2nd Draw
8B 3R 8B 3R
64BB 24BR 24RB IRR

Figure 4.2.6.1: Total = 64 + 24 + 24 + 9 =121

The first set of branches represents the first draw. The second set of branches represents the second draw. Each of the outcomes
is distinct. In fact, we can list each red ball as R1, R2, and R3 and each blue ball as B1, B2, B3, B4, B5, B6, B7, and B8. Then
the nine RR outcomes can be written as:

R1R1 R1R2 R1R3 R2R1 R2R2 R2R3 R3R1 R3R2 R3R3
The other outcomes are similar.

There are a total of 11 balls in the urn. Draw two balls, one at a time, with replacement. There are 11(11) = 121 outcomes, the
size of the sample space.

? Exercise 4.2.6.1

In a standard deck, there are 52 cards. 12 cards are face cards (event F') and 40 cards are not face cards (event N). Draw two
cards, one at a time, with replacement. All possible outcomes are shown in the tree diagram as frequencies. Using the tree
diagram, calculate P(FF).

1st Draw
12F AON
/\ /\ 2nd Draw
12F 40N 12F 40N
144FF AB80FN  48B0NF 1,600NN

Figure 4.2.6.2:

Answer
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Total number of outcomes is 144 + 480 + 480 + 1600 = 2,704.

144 144 9
144 +480+480+1,600 2,704 169 Eende)
1. a. List the 24 BR outcomes: B1R1, B1R2, B1R3, ...

2. b. Using the tree diagram, calculate P(RR).

3. c. Using the tree diagram, calculate P(RB OR BR).

4. d. Using the tree diagram, calculate P(R on 1st draw AND B on 2nd draw) .

5. e. Using the tree diagram, calculate P(R on 2nd draw GIVEN B on 1st draw).

6. Using the tree diagram, calculate P(BB).

7. . Using the tree diagram, calculate P(B on the 2nd draw given R on the first draw) .

P(FF) =

Solution

a. B1R1; B1R2; B1R3; B2R1; B2R2; B2R3; B3R1; B3R2; B3R3; BAR1; BAR2; BAR3; B5R1; B5SR2; B5R3; B6R1; B6R2; B6R3
B7R1; B7R2; B7R3; B8R1; B8R2; B8R3
b.P(RR)= (<) () =2

1) — 121

c P(RBORBR) = (77) (17) + (i7) (37) = 11
d. P(R on 1st draw AND B on 2nd draw) = P(RB) = (%) (%) = %

e. P(R on 2nd draw GIVEN B on 1st draw) = P(R on 2nd|B on 1st) = % = 13—1 This problem is a conditional one. The sample
space has been reduced to those outcomes that already have a blue on the first draw. There are 24 + 64 = 88 possible
outcomes (24 BR and 64 BB). Twenty-four of the 88 possible outcomes are BR. z—g = %

f. P(BB) = &-

g. P(Bon 2nd draw|R on 1st draw) = % . There are 9 + 24 outcomes that have R on the first draw (9 RR and 24 RB). The

sample space is then 9 + 24 = 33. 24 of the 33 outcomes have B on the second draw. The probability is then g—g.

v/ Example 4.2.6.2: Probabilities from Sampling without replacement

An urn has three red marbles and eight blue marbles in it. Draw two marbles, one at a time, this time without replacement,
from the urn. (remember that "without replacement” means that you do not put the first ball back before you select the second
marble). Following is a tree diagram for this situation. The branches are labeled with probabilities instead of frequencies. The
numbers at the ends of the branches are calculated by multiplying the numbers on the two corresponding branches, for

example, (13—1) (%) =5,

1st Draw
B R
8% 3
alil alil
B R B R 2nd Draw
e 3 & 2
10 10 10 10
56 24 24 6
110 110 110 110
BB BR RB RR
: . _ 5642442446 _ 110 _
Figure 4.2.6.3: Total = == == 1

If you draw a red on the first draw from the three red possibilities, there are two red marbles left to draw on the second draw.
You do not put back or replace the first marble after you have drawn it. You draw without replacement, so that on the second
draw there are ten marbles left in the urn.

Calculate the following probabilities using the tree diagram.
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a. P(RR) =
b. Fill in the blanks: P(RBOR BR) = (&) (%) + (_)(_) =75
c. P(R on2nd|Bon 1st) =
d. Fill in the blanks: P(R on 1st AND Bon 2nd) = P(RB)= (__)(__)= 12—140
e. Find P(BB).
f. Find P(B on 2nd|R on 1st).
Answers

@ P(RR) = (1) (15) = 1y

b. P(RB OR BR) = (17) (3g) + (37) (55) = 116
c. P(Ron2nd|Bonl1s ): 4
d. P(R on 1st AND Bon 2nd) = P(RB) = (&) (55) = 2%

7
e P(BB) = (1) (17)
f. Using the tree diagram, P(B on 2nd|R on 1st) = P(R|B) =

If we are using probabilities, we can label the tree in the following general way.

P(B) P(R)

P(B|B) P(R| B) P(B|R) P(R|R)

P(B AND B)=P(BB) P(B AND R)=P(BR) P(R AND B)=P(RB) P(R AND R)=P(RR)

o P(R|R)here means P(R on 2nd|R on 1st)
o P(BJ|R) here means P(B on 2nd|R on 1st)
o P(R|B) here means P(R on 2nd|B on 1st)
e P(B|B) here means P(B on 2nd|B on 1st)

? Exercise 4.2.6.2

In a standard deck, there are 52 cards. Twelve cards are face cards (F') and 40 cards are not face cards (IN). Draw two cards,
one at a time, without replacement. The tree diagram is labeled with all possible probabilities.

1st Draw
1= N
12 40
52 52
F N r N 2nd Draw
it} 40 12 39
Sl sl 51 51
132 480 480 1,560
2,652 2,652 2,652 2,652
FF FN NF NN
Figure 4.2.6.4:

a. Find P(FN OR NF).
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b. Find P(N|F).
c. Find P(at most one face card).

Hint: "At most one face card" means zero or one face card.
d. Find P(at least on face card).

Hint: "At least one face card" means one or two face cards.

Answer

_ 480 , 480 _ 960 __ 80
a. P(FN OR NF) = 2,652 T 2,652 2,652 221

_ 40
b. P(N|F) = &
_ (480+480+1,560) 2,520
c. P(at most one face card) = — e — .66
_ (132+480+480) 1,092
d. P(at least one face card) = i o

v/ Example 4.2.6.3

A litter of kittens available for adoption at the Humane Society has four tabby kittens and five black kittens. A family comes in
and randomly selects two kittens (without replacement) for adoption.

1st Kitten
T B
4 5
9 9
T B T B ond Kitten
3 g 4 4
8 8 [:] 8
T B BT BB

a. What is the probability that both kittens are tabby?
2. (3) ()b (3) (3) < (5) (§) & (5) (5)
b. What is the probability that one kitten of each coloring is selected?

2. (5) (35 (5) () e (B B +(6) () e () E) + () ()
c. What is the probability that a tabby is chosen as the second kitten when a black kitten was chosen as the first?
d. What is the probability of choosing two kittens of the same color?

Answer

? Exercise 4.2.6.3

Suppose there are four red balls and three yellow balls in a box. Three balls are drawn from the box without replacement. What
is the probability that one ball of each coloring is selected?

Answer
OIOMOIO)

Venn Diagram

A Venn diagram is a picture that represents the outcomes of an experiment. It generally consists of a box that represents the sample
space S together with circles or ovals. The circles or ovals represent events.
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Suppose an experiment has the outcomes 1, 2, 3, ..., 12 where each outcome has an equal chance of occurring. Let event A =
{1,2,3,4,5, 6} and event B= {6, 7, 8, 9}. Then AANDB= {6} and AORB= {1, 2, 3,4,5,6, 7, 8, 9}. The Venn
diagram is as follows:

s
A

5 10

QD 1

12

Figure 4.2.6.5:

? Exercise 4.2.6.4

Suppose an experiment has outcomes black, white, red, orange, yellow, green, blue, and purple, where each outcome has an
equal chance of occurring. Let event C = {green, blue, purple} and event P = {red, yellow, blue}. Then C AND P = {blue}
and C OR P = {green, blue, purple, red, yellow}. Draw a Venn diagram representing this situation.

Answer

black,
white, green, purple red, yellow
orange

Figure 4.2.6.6:

v/ Example 4.2.6.5

Flip two fair coins. Let A = tails on the first coin. Let B = tails on the second coin. Then A = {TT,TH} and B = {TT, HT}.
Therefore, A AND B= {TT}. AOR B = {TH, TT, HT}.

The sample space when you flip two fair coins is X = {HH, HT, TH, TT}. The outcome HH is in NEITHER A NOR B. The

Venn diagram is as follows:

HH

Figure 4.2.6.7:
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Roll a fair, six-sided die. Let A = a prime number of dots is rolled. Let B = an odd number of dots is rolled. Then A = {2, 3,
5} and B = {1, 3, 5}. Therefore, A AND B= {3,5}. AOR B= {1, 2, 3, 5}. The sample space for rolling a fair die is S =
{1, 2,3, 4,5, 6}. Draw a Venn diagram representing this situation.

Answer

4,6

v/ Example 4.2.6.6: Probability and Venn Diagrams

Forty percent of the students at a local college belong to a club and 50% work part time. Five percent of the students work part
time and belong to a club. Draw a Venn diagram showing the relationships. Let C = student belongs to a club and PT =
student works part time.

S
C AND PT

PT

Figure 4.2.6.8:

If a student is selected at random, find

« the probability that the student belongs to a club. P(C) = 0.40

« the probability that the student works part time. P(PT) = 0.50

o the probability that the student belongs to a club AND works part time. P(C AND PT) =0.05
o the probability that the student belongs to a club given that the student works part time.

P(C AND PT) 0.05
P(C|PT) = 2527 — 08 0.1

o the probability that the student belongs to a club OR works part time.
P(CORPT)=P(C)+P(PT)—P(CANDPT)=10.40+0.50 —0.05 = 0.85

? Exercise 4.2.6.6

Fifty percent of the workers at a factory work a second job, 25% have a spouse who also works, 5% work a second job and
have a spouse who also works. Draw a Venn diagram showing the relationships. Let W = works a second job and S = spouse
also works.

Answer
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Figure 4.2.6.9:

v/ Example 4.2.6.7

A person with type O blood and a negative Rh factor (Rh-) can donate blood to any person with any blood type. Four percent
of African Americans have type O blood and a negative RH factor, 5-10% of African Americans have the Rh- factor, and 51%
have type O blood.

Figure 4.2.6.10:
The “O” circle represents the African Americans with type O blood. The “Rh-* oval represents the African Americans with the
Rh- factor.

We will take the average of 5% and 10% and use 7.5% as the percent of African Americans who have the Rh- factor. Let O =
African American with Type O blood and R = African American with Rh- factor.

a. P(O)=

b. P(R) =

c. P(OANDR) =

d. P(OORR) =

e. In the Venn Diagram, describe the overlapping area using a complete sentence.

f. In the Venn Diagram, describe the area in the rectangle but outside both the circle and the oval using a complete sentence.

Answer

a. 0.51; b. 0.075; c. 0.04; d. 0.545; e. The area represents the African Americans that have type O blood and the Rh- factor. f.
The area represents the African Americans that have neither type O blood nor the Rh- factor.

? Exercise 4.2.6.7

In a bookstore, the probability that the customer buys a novel is 0.6, and the probability that the customer buys a non-fiction
book is 0.4. Suppose that the probability that the customer buys both is 0.2.

a. Draw a Venn diagram representing the situation.
b. Find the probability that the customer buys either a novel or anon-fiction book.
c. In the Venn diagram, describe the overlapping area using a complete sentence.
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d. Suppose that some customers buy only compact disks. Draw an oval in your Venn diagram representing this event.

Answer

a. and d. In the following Venn diagram below, the blue oval represent customers buying a novel, the red oval represents
customer buying non-fiction, and the yellow oval customer who buy compact disks.

Figure 4.2.6.11:

b. P(novel or non-fiction) = P(Blue OR Red) = P(Blue) + P(Red) — P(Blue AND Red) =0.6 +0.4 — 0.2 =0.8

c. The overlapping area of the blue oval and red oval represents the customers buying both a novel and a nonfiction book.
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Review

A tree diagram use branches to show the different outcomes of experiments and makes complex probability questions easy to
visualize. A Venn diagram is a picture that represents the outcomes of an experiment. It generally consists of a box that represents
the sample space S together with circles or ovals. The circles or ovals represent events. A Venn diagram is especially helpful for
visualizing the OR event, the AND event, and the complement of an event and for understanding conditional probabilities.

Glossary

Tree Diagram

the useful visual representation of a sample space and events in the form of a “tree” with branches marked by possible outcomes
together with associated probabilities (frequencies, relative frequencies)

Venn Diagram

the visual representation of a sample space and events in the form of circles or ovals showing their intersections

This page titled 4.2.6: Tree and Venn Diagrams is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via
source content that was edited to the style and standards of the LibreTexts platform.
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4.2.7: Probability Topics (Worksheet)

Name:

Section:

Student ID#:

Work in groups on these problems. You should try to answer the questions without referring to your textbook. If you get stuck, try
asking another group for help.

Student Learning Outcomes

e The student will use theoretical and empirical methods to estimate probabilities.
o The student will appraise the differences between the two estimates.
o The student will demonstrate an understanding of long-term relative frequencies.

Do the Experiment

Count out 40 mixed-color M&Ms® which is approximately one small bag’s worth. Record the number of each color in Table. Use
the information from this table to complete Table. Next, put the M&Ms in a cup. The experiment is to pick two M&Ms, one at a
time. Do not look at them as you pick them. The first time through, replace the first M&M before picking the second one. Record
the results in the “With Replacement” column of Table. Do this 24 times. The second time through, after picking the first M&M, do
not replace it before picking the second one. Then, pick the second one. Record the results in the “Without Replacement” column
section of Table. After you record the pick, put both M&Ms back. Do this a total of 24 times, also. Use the data from Table to
calculate the empirical probability questions. Leave your answers in unreduced fractional form. Do not multiply out any fractions.

Population

Color Quantity

Yellow (Y)
Green (G)
Blue (BL)
Brown (B)
Orange (O)
Red (R)

Theoretical Probabilities

With Replacement Without Replacement

P(2 reds)
P(R:B; OR B;Ry)
P(R; AND G,)
P(G3|Ry)
P(no yellows)
P(doubles)

P(no doubles)

G, = green on second pick; R; =red on first pick; B; = brown on first pick; B, = brown on second pick; doubles = both picks are
the same colour.
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With Replacement Without Replacement
(— (-, ) (— ()
(—, ) (—,) (— ()
(— - )(—,) (— ()
(—, () (— (-, )
(— ) (—,) (— ) (—,)
(— (-, ) (— ()
(— (-, ) (— ()
(— (-, ) (— ()
(— (-, ) (— ()
(—, ) (—,) (— ) (—,)
(— - )(—,) (— ()
(—, () (— (-, )
Empirical Probabilities
With Replacement Without Replacement
P(2 reds)
P(R;B, OR B;R;)
P(R, AND G,)
P(G,|Ry)

P(no yellows)

P(doubles)

P(no doubles)

Discussion Questions
a. Why are the “With Replacement” and “Without Replacement” probabilities different?

b. Convert P(no yellows) to decimal format for both Theoretical “With Replacement” and for Empirical “With Replacement”.

Round to four decimal places.

Empirical Results

1. Theoretical “With Replacement”: P(no yellows) =
2. Empirical “With Replacement”: P(no yellows) =

3. Are the decimal values “close”? Did you expect them to be closer together or farther apart? Why?

c. If you increased the number of times you picked two M&M:s to 240 times, why would empirical probability values change?

d. Would this change (see part 3) cause the empirical probabilities and theoretical probabilities to be closer together or farther
apart? How do you know?

e. Explain the differences in what P(G; AND R») and P(R1|G>) represent. Hint: Think about the sample space for each probability.

This page titled 4.2.7: Probability Topics (Worksheet) is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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4.2.E: Probability Topics (Exericses)

These are homework exercises to accompany the Textmap created for "Introductory Statistics” by OpenStax.
3.1: Introduction

3.2: Terminology

1200 r 100%
1045
1000
70
£00 4 i = 63
) 51 52 =
600 4 4 a5 48 48 o 557
4D 478 a7
400 30 331
35k 268
200+ 138
= 1 I
o- T | T T T T T T T 0%
Total 18-34 35-44 45-54 55-64 65+ Make Female

B Sample Percent approve Percent disapprove
Figure 3.2.3.2.11.
The graph in Figure 3.2.1 displays the sample sizes and percentages of people in different age and gender groups who were polled
concerning their approval of Mayor Ford’s actions in office. The total number in the sample of all the age groups is 1,045.

a. Define three events in the graph.

b. Describe in words what the entry 40 means.

c. Describe in words the complement of the entry in question 2.

d. Describe in words what the entry 30 means.

e. Out of the males and females, what percent are males?

f. Out of the females, what percent disapprove of Mayor Ford?

g. Out of all the age groups, what percent approve of Mayor Ford?
h. Find P(Approve|Male).

i. Out of the age groups, what percent are more than 44 years old?
j. Find P(Approve|Age < 35).

Q322

Explain what is wrong with the following statements. Use complete sentences.

a. If there is a 60% chance of rain on Saturday and a 70% chance of rain on Sunday, then there is a 130% chance of rain over the
weekend.

b. The probability that a baseball player hits a home run is greater than the probability that he gets a successful hit.

S$3.22

a. You can't calculate the joint probability knowing the probability of both events occurring, which is not in the information given;
the probabilities should be multiplied, not added; and probability is never greater than 100%
b. A home run by definition is a successful hit, so he has to have at least as many successful hits as home runs.

3.3: Independent and Mutually Exclusive Events

Use the following information to answer the next 12 exercises. The graph shown is based on more than 170,000 interviews done by
Gallup that took place from January through December 2012. The sample consists of employed Americans 18 years of age or older.
The Emotional Health Index Scores are the sample space. We randomly sample one Emotional Health Index Score.
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Emotional Health Index Score

Service

Transportation
Manufacturing or production
Sales

Clerical or office

5 Installation and repair
E, Construction or mining
= Manager, executive, or official
8 Business owner
Nurse
Professional
Farming, fishing, or forestry
Teacher (K-12)
Physician
?r? ?18 ?‘9 B‘(-] 8‘1 BI2 &IE 8:1 SIS
Figure 3.3.1.
Q331
Find the probability that an Emotional Health Index Score is 82.7.
Q332
Find the probability that an Emotional Health Index Score is 81.0.
S33.2
0
Q333
Find the probability that an Emotional Health Index Score is more than 81?
Q334
Find the probability that an Emotional Health Index Score is between 80.5 and 82?
S334
0.3571
Q335

If we know an Emotional Health Index Score is 81.5 or more, what is the probability that it is 82.7?
Q3.3.6

What is the probability that an Emotional Health Index Score is 80.7 or 82.7?

S3.3.6

0.2142

Q3.3.7
What is the probability that an Emotional Health Index Score is less than 80.2 given that it is already less than 81.

Q3.38

What occupation has the highest emotional index score?
S$3.3.8
Physician (83.7)

Q3.3.9

What occupation has the lowest emotional index score?
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Q 3.3.10
What is the range of the data?

S$3.3.10
83.7-79.6=4.1

Q3311
Compute the average EHIS.

Q3.3.12

If all occupations are equally likely for a certain individual, what is the probability that he or she will have an occupation with
lower than average EHIS?

S3.3.12
P(Occupation < 81.3) =0.5

3.4: Two Basic Rules of Probability
Q341

On February 28, 2013, a Field Poll Survey reported that 61% of California registered voters approved of allowing two people of the
same gender to marry and have regular marriage laws apply to them. Among 18 to 39 year olds (California registered voters), the
approval rating was 78%. Six in ten California registered voters said that the upcoming Supreme Court’s ruling about the

constitutionality of California’s Proposition 8 was either very or somewhat important to them. Out of those CA registered voters
who support same-sex marriage, 75% say the ruling is important to them.

In this problem, let:

e C = California registered voters who support same-sex marriage.

o B = California registered voters who say the Supreme Court’s ruling about the constitutionality of California’s Proposition 8 is
very or somewhat important to them

e A = California registered voters who are 18 to 39 years old.
a. Find P(C).

b. Find P(B).

c. Find P(C|A).

d. Find P(BJC).

e. In words, what is C|A?

f. In words, what is B|C?

g. Find P(C AND B).

h. In words, what is C AND B?

i. Find P(C OR B).

j. Are C and B mutually exclusive events? Show why or why not.

Q3.4.2

After Rob Ford, the mayor of Toronto, announced his plans to cut budget costs in late 2011, the Forum Research polled 1,046

people to measure the mayor’s popularity. Everyone polled expressed either approval or disapproval. These are the results their poll
produced:

e Inearly 2011, 60 percent of the population approved of Mayor Ford’s actions in office.
¢ In mid-2011, 57 percent of the population approved of his actions.
o Inlate 2011, the percentage of popular approval was measured at 42 percent.

a. What is the sample size for this study?

b. What proportion in the poll disapproved of Mayor Ford, according to the results from late 2011?

c. How many people polled responded that they approved of Mayor Ford in late 20117

d. What is the probability that a person supported Mayor Ford, based on the data collected in mid-2011?
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e. What is the probability that a person supported Mayor Ford, based on the data collected in early 20117?

S34.2
a. The Forum Research surveyed 1,046 Torontonians.
b. 58%
. 42% of 1,046 = 439 (rounding to the nearest integer)
d. 0.57
e. 0.60.

Use the following information to answer the next three exercises. The casino game, roulette, allows the gambler to bet on the
probability of a ball, which spins in the roulette wheel, landing on a particular color, number, or range of numbers. The table used
to place bets contains of 38 numbers, and each number is assigned to a color and a range.

Figure 3.4.1

Q343
a. List the sample space of the 38 possible outcomes in roulette.
b. You bet on red. Find P(red).
¢. You bet on -1st 12- (1st Dozen). Find P(-1st 12-).
d. You bet on an even number. Find P(even number).
e. Is getting an odd number the complement of getting an even number? Why?
f. Find two mutually exclusive events.
g. Are the events Even and 1st Dozen independent?

Q344
Compute the probability of winning the following types of bets:

a. Betting on two lines that touch each other on the table as in 1-2-3-4-5-6

b. Betting on three numbers in a line, as in 1-2-3

c. Betting on one number

d. Betting on four numbers that touch each other to form a square, as in 10-11-13-14
e. Betting on two numbers that touch each other on the table, as in 10-11 or 10-13

f. Betting on 0-00-1-2-3

g. Betting on 0-1-2; or 0-00-2; or 00-2-3

S3.4.4

Betting on two line that touch each other on the table) = %
Betting on three numbers in a line) =

1

3
38
Betting on one number) = 35

1. P(

2. P(

3. P(

4. P(Betting on four number that touch each other to form a square) = %
5. P(Betting on two number that touch each other on the table) = 2%
6. P(Betting on 0-00-1-2-3) = %

7. P(

Betting on 0-1-2; or 0-00-2; or 00-2-3) = —
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Q345
Compute the probability of winning the following types of bets:

a. Betting on a color

b. Betting on one of the dozen groups

c. Betting on the range of numbers from 1 to 18

d. Betting on the range of numbers 19-36

e. Betting on one of the columns

f. Betting on an even or odd number (excluding zero)

Q3.4.6

Suppose that you have eight cards. Five are green and three are yellow. The five green cards are numbered 1, 2, 3, 4, and 5. The
three yellow cards are numbered 1, 2, and 3. The cards are well shuffled. You randomly draw one card.

e G = card drawn is green

o E = card drawn is even-numbered

a. List the sample space.

b.P(G)=___
¢ PGE)=__
d P(GANDE)=__
ee PGORE)=__
f. Are G and E mutually exclusive? Justify your answer numerically.
S 3.4.6
1. {G1,G2,G3,G4,G5,Y1,Y2,Y3}
2. %
o}
"8
5 58
6. No, because P(G AND E) does not equal 0.

Q347

Roll two fair dice. Each die has six faces.

a. List the sample space.

b. Let A be the event that either a three or four is rolled first, followed by an even number. Find P(A).

c. Let B be the event that the sum of the two rolls is at most seven. Find P(B).

d. In words, explain what “P(A|B)” represents. Find P(A|B).

e. Are A and B mutually exclusive events? Explain your answer in one to three complete sentences, including numerical
justification.

f. Are A and B independent events? Explain your answer in one to three complete sentences, including numerical justification.

Q348

A special deck of cards has ten cards. Four are green, three are blue, and three are red. When a card is picked, its color of it is
recorded. An experiment consists of first picking a card and then tossing a coin.

a. List the sample space.

b. Let A be the event that a blue card is picked first, followed by landing a head on the coin toss. Find P(A).

c. Let B be the event that a red or green is picked, followed by landing a head on the coin toss. Are the events A and B mutually
exclusive? Explain your answer in one to three complete sentences, including numerical justification.

d. Let C be the event that a red or blue is picked, followed by landing a head on the coin toss. Are the events A and C mutually
exclusive? Explain your answer in one to three complete sentences, including numerical justification.
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S$3.4.9

The coin toss is independent of the card picked first.

a{(G, H)(G, T)(B, H)(B, T)(R, H)(R, T)}

b. P(A) = P(blue)P(head) = () () = &

c. Yes, A and B are mutually exclusive because they cannot happen at the same time; you cannot pick a card that is both blue and
also (red or green). P(A AND B) =0

d. No, A and C are not mutually exclusive because they can occur at the same time. In fact, C includes all of the outcomes of A;
if the card chosen is blue it is also (red or blue). P(A AND C) = P(A) =320

Q3.4.10
An experiment consists of first rolling a die and then tossing a coin.
a. List the sample space.
b. Let A be the event that either a three or a four is rolled first, followed by landing a head on the coin toss. Find P(A).

c. Let B be the event that the first and second tosses land on heads. Are the events A and B mutually exclusive? Explain your
answer in one to three complete sentences, including numerical justification.

Q3.4.11

An experiment consists of tossing a nickel, a dime, and a quarter. Of interest is the side the coin lands on.

a. List the sample space.

b. Let A be the event that there are at least two tails. Find P(A).

c. Let B be the event that the first and second tosses land on heads. Are the events A and B mutually exclusive? Explain your
answer in one to three complete sentences, including justification.

S 3.4.12
a. ,Z': (HHH), (HHT), (HTH), (HTT), (THH), (THT), (TTH), (TTT)
b. =
c Sg{es, because if A has occurred, it is impossible to obtain two tails. In other words, P(A AND B) =0 .
Q3.4.13
Consider the following scenario:
Let P(C) =0.4.
Let P(D) =0.5.

Let P(C|D) = 0.6.

a. Find P(CANDD).

b. Are C and D mutually exclusive? Why or why not?
c. Are C and D independent events? Why or why not?
d. Find P(C OR D).

e. Find P(D|C).

Q3.4.14

Y and Z are independent events.

a. Rewrite the basic Addition Rule P(Y OR Z) = P(Y)+ P(Z) — P(Y AND Z) using the information that Y and Z are
independent events.
b. Use the rewritten rule to find P(Z) if P(Y OR Z) =0.71 and P(Y) = 0.42.

S$3.4.14
a. If Y and Z are independent, then P(Y AND Z) = P(Y)P(Z) ,so P(YORZ) = P(Y)+ P(Z) - P(Y)P(Z) .
b. 0.5
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Q 3.4.15
G and H are mutually exclusive events. P(G) =0.5P(H) =0.3

a. Explain why the following statement MUST be false: P(H|G) = 0.4.

b. Find P(H OR G).

c. Are G and H independent or dependent events? Explain in a complete sentence.
Q3.4.16

Approximately 281,000,000 people over age five live in the United States. Of these people, 55,000,000 speak a language other than
English at home. Of those who speak another language at home, 62.3% speak Spanish.

Let: E = speaks English at home; E’ = speaks another language at home; S = speaks Spanish;

Finish each probability statement by matching the correct answer.

Probability Statements Answers
a. P(E’) = i.0.8043
b. P(E) = ii. 0.623
c. P(SandE’) = iii. 0.1957
d. P(S|E’) = iv. 0.1219
S3.4.16
a. iii
b.i
c iv
d. ii
Q3.4.17

1994, the U.S. government held a lottery to issue 55,000 Green Cards (permits for non-citizens to work legally in the U.S.). Renate
Deutsch, from Germany, was one of approximately 6.5 million people who entered this lottery. Let G = won green card.

a. What was Renate’s chance of winning a Green Card? Write your answer as a probability statement.

b. In the summer of 1994, Renate received a letter stating she was one of 110,000 finalists chosen. Once the finalists were chosen,
assuming that each finalist had an equal chance to win, what was Renate’s chance of winning a Green Card? Write your answer
as a conditional probability statement. Let F' = was a finalist.

c. Are G and F independent or dependent events? Justify your answer numerically and also explain why.

d. Are G and F mutually exclusive events? Justify your answer numerically and explain why.

Q3.4.18

Three professors at George Washington University did an experiment to determine if economists are more selfish than other people.
They dropped 64 stamped, addressed envelopes with $10 cash in different classrooms on the George Washington campus. 44%
were returned overall. From the economics classes 56% of the envelopes were returned. From the business, psychology, and history
classes 31% were returned.

Let: R = money returned; E = economics classes; O = other classes

a. Write a probability statement for the overall percent of money returned.

b. Write a probability statement for the percent of money returned out of the economics classes.

¢. Write a probability statement for the percent of money returned out of the other classes.

d. Is money being returned independent of the class? Justify your answer numerically and explain it.

e. Based upon this study, do you think that economists are more selfish than other people? Explain why or why not. Include
numbers to justify your answer.
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S3.4.18

a P(R)=0.44

b. P(R|E) =0.56

¢ P(R|O)=0.31

d. No, whether the money is returned is not independent of which class the money was placed in. There are several ways to justify
this mathematically, but one is that the money placed in economics classes is not returned at the same overall rate;
P(R|E) # P(R).

e. No, this study definitely does not support that notion; in fact, it suggests the opposite. The money placed in the economics
classrooms was returned at a higher rate than the money place in all classes collectively; P(R|E) > P(R).

Q3.4.19

The following table of data obtained from www.baseball-almanac.com shows hit information for four players. Suppose that one hit
from the table is randomly selected.

Name Single Double Triple Home Run Total Hits
Babe Ruth 1,517 506 136 714 2,873
Jackie Robinson 1,054 273 54 137 1,518

Ty Cobb 3,603 174 295 114 4,189
Hank Aaron 2,294 624 98 755 3,771
Total 8,471 1,577 583 1,720 12,351

Are "the hit being made by Hank Aaron" and "the hit being a double" independent events?

a. Yes, because P(hit by Hank Aaron|hit is a double) = P(hit by Hank Aaron)
b. No, because P (hit by Hank Aaron|hit is a double) # P(hit is a double)

c. No, because P(hit is by Hank Aaron|hit is a double) # P(hit by Hank Aaron)
d. Yes, because P (hit is by Hank Aaron|hit is a double) = P(hit is a double)

Q 3.4.29

United Blood Services is a blood bank that serves more than 500 hospitals in 18 states. According to their website, a person with
type O blood and a negative Rh factor (Rh-) can donate blood to any person with any blood type. Their data show that 43% of
people have type O blood and 15% of people have Rh- factor; 52% of people have type O or Rh- factor.

a. Find the probability that a person has both type O blood and the Rh- factor.
b. Find the probability that a person does NOT have both type O blood and the Rh- factor.

S3.4.30
a. P(type O OR Rh-) = P(type O) + P(Rh-) — P(type O AND Rbh-)

0.52 =0.43+0.15 — P(type O AND Rh-) ; solve to find P(type O AND Rh-) =0.06
6% of people have type O, Rh- blood
b. P(NOT(type O AND Rh-)) =1 — P(type O AND Rh-) =1—-0.06 =0.94

94% of people do not have type O, Rh- blood

Q3.4.31

At a college, 72% of courses have final exams and 46% of courses require research papers. Suppose that 32% of courses have a

research paper and a final exam. Let F be the event that a course has a final exam. Let R be the event that a course requires a
research paper.
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1. Find the probability that a course has a final exam or a research project.
2. Find the probability that a course has NEITHER of these two requirements.

Q3.4.32

In a box of assorted cookies, 36% contain chocolate and 12% contain nuts. Of those, 8% contain both chocolate and nuts. Sean is
allergic to both chocolate and nuts.

1. Find the probability that a cookie contains chocolate or nuts (he can't eat it).
2. Find the probability that a cookie does not contain chocolate or nuts (he can eat it).

S 3.4.32
a. Let C' = be the event that the cookie contains chocolate. Let N = the event that the cookie contains nuts.
b. P(CORN)=P(C)+P(N)—P(CANDN)=0.36+0.12—0.08 =0.40
c¢. P(NEITHER chocolate NOR nuts) =1 — P(C ORN) =1 —0.40 = 0.60

Q3.4.33

A college finds that 10% of students have taken a distance learning class and that 40% of students are part time students. Of the
part time students, 20% have taken a distance learning class. Let D = event that a student takes a distance learning class and E =
event that a student is a part time student

a. Find P(D ANDE).

b. Find P(E|D).

c. Find P(D ORE).

d. Using an appropriate test, show whether D and E are independent.

e. Using an appropriate test, show whether D and E are mutually exclusive.

3.5: Contingency Tables

Use the information in the Table to answer the next eight exercises. The table shows the political party affiliation of each of 67
members of the US Senate in June 2012, and when they are up for reelection.

Up for reelection: Democratic Party Republican Party Other Total
November 2014 20 13 0
November 2016 10 24 0
Total
Q351

What is the probability that a randomly selected senator has an “Other” affiliation?

S3.5.1
0
Q3.5.2

What is the probability that a randomly selected senator is up for reelection in November 2016?

Q353
What is the probability that a randomly selected senator is a Democrat and up for reelection in November 2016?

S$35.3

10
67

Q3.5.4

What is the probability that a randomly selected senator is a Republican or is up for reelection in November 2014?
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Q355
Suppose that a member of the US Senate is randomly selected. Given that the randomly selected senator is up for reelection in

November 2016, what is the probability that this senator is a Democrat?

S355

10
34

Q3.5.6

Suppose that a member of the US Senate is randomly selected. What is the probability that the senator is up for reelection in
November 2014, knowing that this senator is a Republican?

Q357
The events “Republican” and “Up for reelection in 2016 are

a. mutually exclusive.

b. independent.

c. both mutually exclusive and independent.
d. neither mutually exclusive nor independent.

S35.7
d

Q3538
The events “Other” and “Up for reelection in November 2016” are

a. mutually exclusive.

b. independent.

c. both mutually exclusive and independent.
d. neither mutually exclusive nor independent.

Q3.5.9

This table gives the number of participants in the recent National Health Interview Survey who had been treated for cancer in the
previous 12 months. The results are sorted by age, race (black or white), and sex. We are interested in possible relationships
between age, race, and sex.

Race and Sex 15-24 25-40 41-65 over 65 TOTALS
white, male 1,165 2,036 3,703 8,395
white, female 1,076 2,242 4,060 9,129
black, male 142 194 384 824
black, female 131 290 486 1,061

all others

TOTALS 2,792 5,279 9,354 21,081

Do not include "all others" for parts f and g.

a. Fill in the column for cancer treatment for individuals over age 65.

b. Fill in the row for all other races.

c. Find the probability that a randomly selected individual was a white male.

d. Find the probability that a randomly selected individual was a black female.

e. Find the probability that a randomly selected individual was black

f. Find the probability that a randomly selected individual was a black or white male.

g. Out of the individuals over age 65, find the probability that a randomly selected individual was a black or white male.
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S3.5.9
a Race and Sex 1-14 15-24 25-64 over 64 TOTALS
white, male 210 3,360 13,610 4,870 22,050
white, female 80 580 3,380 890 4,930
black, male 10 460 1,060 140 1,670
black, female 0 40 270 20 330
all others 100
TOTALS 310 4,650 18,780 6,020 29,760
b. Race and Sex 1-14 15-24 25-64 over 64 TOTALS
white, male 210 3,360 13,610 4,870 22,050
white, female 80 580 3,380 890 4,930
black, male 10 460 1,060 140 1,670
black, female 0 40 270 20 330
all others 10 210 460 100 780
TOTALS 310 4,650 18,780 6,020 29,760
22,050
C 29,760
330
d. 29,760
2,000
€. 29,760
f 23,720
* 29,760
5,010
& 6,020

Use the following information to answer the next two exercises. The table of data obtained fromwww.baseball-almanac.com shows
hit information for four well known baseball players. Suppose that one hit from the table is randomly selected.

NAME Single Double Triple Home Run TOTAL HITS

Babe Ruth 1,517 506 136 714 2,873

Jackie Robinson 1,054 273 54 137 1,518

Ty Cobb 3,603 174 295 114 4,189

Hank Aaron 2,294 624 98 755 3,771

TOTAL 8,471 1,577 583 1,720 12,351
Q3.5.10

Find P(hit was made by Babe Ruth) .

1518
2873
2873
© 12351
583
12351
4189
© 12351

QN o
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Q3511

Find P (hit was made by Ty Cobb|The hit was a Home Run) .

4189

© 12351
114

© 1720
1720

4189
114

* 12351
§$3.5.11
b

o N o

Q3.5.12

Table identifies a group of children by one of four hair colors, and by type of hair.

Hair Type Brown Blond Black Red Totals
Wavy 20 15 3 43
Straight 80 15 12

Totals 20 215

a. Complete the table.

b. What is the probability that a randomly selected child will have wavy hair?

c. What is the probability that a randomly selected child will have either brown or blond hair?

d. What is the probability that a randomly selected child will have wavy brown hair?

e. What is the probability that a randomly selected child will have red hair, given that he or she has straight hair?
f. If B is the event of a child having brown hair, find the probability of the complement of B.

g. In words, what does the complement of B represent?

Q3.5.13

In a previous year, the weights of the members of the San Francisco 49ers and the Dallas Cowboys were published in the San
Jose Mercury News. The factual data were compiled into the following table.

Shirt# <210 211-250 251-290 > 290
1-33 21 5 0 0
34-66 6 18 7 4
66-99 6 12 22 5

For the following, suppose that you randomly select one player from the 49ers or Cowboys.

a. Find the probability that his shirt number is from 1 to 33.

b. Find the probability that he weighs at most 210 pounds.

c. Find the probability that his shirt number is from 1 to 33 AND he weighs at most 210 pounds.

d. Find the probability that his shirt number is from 1 to 33 OR he weighs at most 210 pounds.

e. Find the probability that his shirt number is from 1 to 33 GIVEN that he weighs at most 210 pounds.

S$3.5.13

26
106
35
106
21
10266 33 21 38
' (21176) +(£%) — (55) = (%)
35

P Aap TP
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3.6: Tree and Venn Diagrams

Exercise 3.6.8

The probability that a man develops some form of cancer in his lifetime is 0.4567. The probability that a man has at least one
false positive test result (meaning the test comes back for cancer when the man does not have it) is 0.51. Let: C = a man
develops cancer in his lifetime; P = man has at least one false positive. Construct a tree diagram of the situation.

Answer
Cancer False Positive

= 0

C 0.4567
= il

Experiment

[E sl

C' 0.5433

P 049 Figure 3.6.12

Bring It Together

Use the following information to answer the next two exercises. Suppose that you have eight cards. Five are green and three are
yellow. The cards are well shuffled.

Exercise 3.6.9

Suppose that you randomly draw two cards, one at a time, with replacement.
Let G; = first card is green
Let Gy = second card is green

a. Draw a tree diagram of the situation.

c. Find P(at least one green).

d. Find P(G2|G1 )

e. Are G; and G independent events? Explain why or why not.

Answer
1st Card 2nd Card
5
8 Green
5
8 Green
3
B Yellow
Draw Two Cards
5
8 Green
3
8 Yellow
2 Yellow
a.

Figure 3.6.14

b.P(GG) = (5) (§) = &

c. P(at least one green) = P(GG) + P(GY) +P(YG) = Z—Z + é—i + g = %

d P(G|G)=2

e. Yes, they are independent because the first card is placed back in the bag before the second card is drawn; the composition
of cards in the bag remains the same from draw one to draw two.
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Exercise 3.6.10

Suppose that you randomly draw two cards, one at a time, without replacement.
Gy = first card is green
G, = second card is green

a. Draw a tree diagram of the situation.

b. Find P(G;AND G3).

c. Find P(at least one green).

d. Find P(G2|G1 )

e. Are G, and G; independent events? Explain why or why not.

Use the following information to answer the next two exercises. The percent of licensed U.S. drivers (from a recent year) that are
female is 48.60. Of the females, 5.03% are age 19 and under; 81.36% are age 20-64; 13.61% are age 65 or over. Of the licensed
U.S. male drivers, 5.04% are age 19 and under; 81.43% are age 20—64; 13.53% are age 65 or over.

Exercise 3.6.11

Complete the following.

a. Construct a table or a tree diagram of the situation.

b. Find P(driver is female).

c. Find P(driver is age 65 or over|driver is female).

d. Find P(driver is age 65 or over AND female).

e. In words, explain the difference between the probabilities in part c and part d.

f. Find P(driver is age 65 or over).

g. Are being age 65 or over and being female mutually exclusive events? How do you know?

Answer
A <20 20-64 >64 Totals
Female 0.0244 0.3954 0.0661 0.486
Male 0.0259 0.4186 0.0695 0.514
Totals 0.0503 0.8140 0.1356 1

b. P(F) =0.486

c. P(>64|F)=0.1361

d. P(>64 and F) = P(F)P(>64|F) = (0.486)(0.1361) = 0.0661

e. P(>64|F)is the percentage of female drivers who are 65 or older and P(>64 and F') is the percentage of drivers who are
female and 65 or older.

f. P(>64) = P(>64 and F) + P(>64 and M) = 0.1356

g. No, being female and 65 or older are not mutually exclusive because they can occur at the same time
P(>64and F) =0.0661.

Exercise 3.6.12

Suppose that 10,000 U.S. licensed drivers are randomly selected.

a. How many would you expect to be male?
b. Using the table or tree diagram, construct a contingency table of gender versus age group.
c. Using the contingency table, find the probability that out of the age 2064 group, a randomly selected driver is female.
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Exercise 3.6.13

Approximately 86.5% of Americans commute to work by car, truck, or van. Out of that group, 84.6% drive alone and 15.4%
drive in a carpool. Approximately 3.9% walk to work and approximately 5.3% take public transportation.

a. Construct a table or a tree diagram of the situation. Include a branch for all other modes of transportation to work.
b. Assuming that the walkers walk alone, what percent of all commuters travel alone to work?

c. Suppose that 1,000 workers are randomly selected. How many would you expect to travel alone to work?

d. Suppose that 1,000 workers are randomly selected. How many would you expect to drive in a carpool?

Answer
Car, Truck or Van Walk Public . Other Totals
a Transportation
Alone 0.7318
Not Alone 0.1332
Totals 0.8650 0.0390 0.0530 0.0430 1

b. If we assume that all walkers are alone and that none from the other two groups travel alone (which is a big assumption) we
have: P(Alone) =0.7318 +0.0390 = 0.7708

c. Make the same assumptions as in (b) we have: (0.7708)(1,000) = 771
d. (0.1332)(1,000) = 133

Exercise 3.6.14

When the Euro coin was introduced in 2002, two math professors had their statistics students test whether the Belgian one
Euro coin was a fair coin. They spun the coin rather than tossing it and found that out of 250 spins, 140 showed a head (event
H) while 110 showed a tail (event T'). On that basis, they claimed that it is not a fair coin.

a. Based on the given data, find P(H) and P(T).

b. Use a tree to find the probabilities of each possible outcome for the experiment of tossing the coin twice.
c. Use the tree to find the probability of obtaining exactly one head in two tosses of the coin.
d. Use the tree to find the probability of obtaining at least one head.

Exercise 3.6.15

Use the following information to answer the next two exercises. The following are real data from Santa Clara County, CA. As

of a certain time, there had been a total of 3,059 documented cases of AIDS in the county. They were grouped into the
following categories:

* includes homosexual/bisexual IV drug users

Homosexual/Bisex IV Drug User* Heterosexual Other Totals
ual Contact

Female 0 70 136 49

Male 2,146 463 60 135

Totals

Suppose a person with AIDS in Santa Clara County is randomly selected.

a. Find P(Person is female).

b. Find P(Person has a risk factor heterosexual contact).

c. Find P(Person is female OR has a risk factor of IV drug user) .

d. Find P(Person is female AND has a risk factor of homosexual/bisexual).
e. Find P(Person is male AND has a risk factor of IV drug user) .
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f. Find P(Person is female GIVEN person got the disease from heterosexual contact) .
g. Construct a Venn diagram. Make one group females and the other group heterosexual contact.

Answer

The completed contingency table is as follows:

* includes homosexual/bisexual IV drug users

Homosexual/Bisex Heterosexual

IV Drug User* Other Totals
ual Contact

Female 0 70 136 49 255
Male 2,146 463 60 135 2,804

Totals 2,146 533 196 184 3,059

- 0° AN o

Figure 3.6.15

Exercise 3.6.16

Answer these questions using probability rules. Do NOT use the contingency table. Three thousand fifty-nine cases of AIDS
had been reported in Santa Clara County, CA, through a certain date. Those cases will be our population. Of those cases, 6.4%
obtained the disease through heterosexual contact and 7.4% are female. Out of the females with the disease, 53.3% got the
disease from heterosexual contact.

a. Find P(Person is female).

b. Find P(Person obtained the disease through heterosexual contact).

c. Find P(Person is female GIVEN person got the disease from heterosexual contact)

d. Construct a Venn diagram representing this situation. Make one group females and the other group heterosexual contact.
Fill in all values as probabilities.

Use the following information to answer the next two exercises. This tree diagram shows the tossing of an unfair coin followed by
drawing one bead from a cup containing three red (R), four yellow (Y) and five blue (B) beads. For the coin, P(H) = % and
P(T)= % where H is heads and T is tails.
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Figure 3.6.1.

Q3.6.1
Find P(tossing a Head on the coin AND a Red bead)

ap g
glogog[eet

Q3.6.2
Find P (Blue bead).

15

an T ow
=

Q3.6.3

A box of cookies contains three chocolate and seven butter cookies. Miguel randomly selects a cookie and eats it. Then he
randomly selects another cookie and eats it. (How many cookies did he take?)

a. Draw the tree that represents the possibilities for the cookie selections. Write the probabilities along each branch of the tree.

b. Are the probabilities for the flavor of the SECOND cookie that Miguel selects independent of his first selection? Explain.

c. For each complete path through the tree, write the event it represents and find the probabilities.

d. Let S be the event that both cookies selected were the same flavor. Find P(S).

e. Let T be the event that the cookies selected were different flavors. Find P(T') by two different methods: by using the
complement rule and by using the branches of the tree. Your answers should be the same with both methods.

f. Let U be the event that the second cookie selected is a butter cookie. Find P(U).

3.7: Probability Topics

This page titled 4.2.E: Probability Topics (Exericses) is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.

« 3.E: Probability Topics (Exercises) by OpenStax is licensed CC BY 4.0. Original source: https://openstax.org/details/books/introductory-

statistics.
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4.3: PowerPoints
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5.2: Probability
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5.1: Videos

Defining probability - Core concepts, explained in detail

Probability trees - Useful tool for conditional probability

Would you take this bet? - Thinking through probability and risk
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5.2: Probability

In the prior three sections we covered how to obtain and analyze sample data. In the next three sections, we will explore the
modeling of populations.

5.2.1: What is Probability?
5.2.2: Types of Probability

5.2.3: How to Calculate Classical Probability

5.2: Probability is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.
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5.2.1: What is Probability?

Rather than defining probability, here are some real life examples:

The Golden State Warriors are trailing the Cleveland Cavaliers by one point late in an important NBA game. Cleveland forward
LeBron James fouls Golden State guard Stephen Curry with 1.4 seconds left in the game, meaning Curry will get to shoot 2 free
throws. What is the probability the Warriors will win the game?

Thuy is an actress and auditions for a starring role in a Broadway musical. The audition goes extremely well and the director says
she did a great job, sings beautifully, and is perfect for the role. He promises to call her back the next day after auditions are
completed. What is the probability Thuy will get the role in the musical?

Robert is a student taking a Statistics class for the second time, after dropping the class in the prior quarter. He has a lot of math
anxiety, but needs to pass the class to be able to transfer to San Jose State University to continue his dream of becoming a
psychologist. What is the probability he will successfully pass the class?

f‘l

Lupe goes to the doctor after having some pain in her lower back. Her family has a history of kidney problems, so the doctor
decides to run some additional tests. What is the probability that Lupe has a kidney disorder that requires treatment?

In all of these examples, it is uncertain or unknown what the actual outcomes will be; however, we can make a guess as to whether
each outcome is either more likely or less likely. We can quantify this by a value between 0 and 1, or between 0% and 100%. For
example, maybe we say The Warriors have a good chance of winning the game since Curry is one of the best free throw shooters in
the NBA, say 0.7 or 70% . Maybe Thuy (from her experience in auditioning) is less likely to get the starring role, say 0.2 or
20%. These quantities are called probabilities.

https://stats.libretexts.org/@go/page/28734
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Definition: Probability

Probability is the measure of the likelihood that an event A will occur.

This measure is a quantity between 0 (never) and 1 (always) and will be expressed as P(A) ( read as “The probability event A
occurs.”

5.2.1: What is Probability? is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 5.1: What is Probability? by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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5.2.2: Types of Probability

Classical probability (also called Mathematical Probability) is determined by counting or by using a mathematical formula or
model.

Example
[ Example

The probability of getting a "Heads" when tossing a fair coin is 0.5 or 50%. The probability of rolling a 5 on a fair six-sided die
is 1/6, since all numbers are equally likely.

Empirical probability is based on the relative frequencies of historical data, studies or experiments.

The probability that Stephen Curry make a free throw is 90.8% based on the frequency of successes from all prior free
throws.

The probability of a random student getting an A in a Statistics class taught by Professor Nguyen is 22.8%, because grade
records show that of the 1000 students who took her class in the past, 228 received an A.

In a study of 832 adults with colon cancer, an experimental drug reduced tumors in 131 patients. The probability that the
experimental drug reduces colon cancer tumors is 131/832, or 15.7%.

Subjective probability is a “one-shot” educated guess based on anecdotal stories, intuition or a feeling as to whether an event is
likely, unlikely or “50-50”. Subjective probability is often inaccurate.

Although Robert is nervous about retaking the Statistics course after dropping the prior quarter, he is 90% sure he will pass the
class because the website ratemyprofessor.com gave the instructor very positive reviews.

Jasmine believes that she will probably not like a new movie that is coming out soon because she is not a fan of the actor who
is starring in the film. She is about 20% sure she will like the new movie.

No matter how probability is initially derived, the laws and rules of probability will be treated the same.

5.2.2: Types of Probability is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 5.2: Types of Probability by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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5.2.3: How to Calculate Classical Probability

We can use counting methods to determine classical probability. However, we need to be careful in our methods to be sure to get the
correct answer.

An Event is a result of an experiment, usually referred to with a capital letter A, B, C, etc. Consider the experiment of flipping two
coins. Then use the letter A to refer to the event of getting exactly one head.

An Outcome is a result of the experiment that cannot be broken down into smaller events. Consider event A, getting exactly one
head. Note that there are two ways or outcomes to get one head in two tosses, by first getting a head then a tail, or by first getting a
tail, then a head. Let’s write these distinct outcomes as HT and TH.

The Sample Space is the set of all possible outcomes of an experiment. In the experiment of flipping two coins, there are 4 possible
outcomes, which can be expressed in set notation.

Sample Space = {HH,HT, TH, TT}

We can now redefine an Event of an experiment to be a subset of the Sample Space. If event A is getting exactly one head in two
coin tosses, then

A ={HT,TH}

After carefully listing the outcomes of the Sample Space and the outcomes of the event, we can then calculate the probability the
event occurs.

Probability Event Occurs = number of outcomes in Event / number of outcomes in Sample Space
We will use the notation P(A) to mean the probability event A occurs.

In the example, the probability of getting exactly 1 head in two coin tosses is 2 out of 4 or 50%.

P(A)=2/4=0.5=50%

Example: Field Bet
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PASS LINE

In the casino game of craps, two dice are rolled at the same time and then the resulting two numbers are totaled. There are many
bets in craps, so let us consider the Field bet. In this bet, the player will win even money if a total of 3, 4, 9, 10 or 11 is rolled. If a
total of 2 is rolled, the player will win double the original bet, and if a total of 12 is rolled, the player will win triple the original
bet. If a total of 5, 6, 7 or 8 is rolled, the player loses the original bet.

At first glance, this looks like a winning bet for the player since the player wins on 7 different numbers and the casino only wins
on 4 different numbers. However, we know that a casino always designs games to give the casino the advantage. Let us carefully
use counting methods to calculate the probability of a player winning the Field bet.
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Let’s first consider the task of listing the sample space of possible outcomes. Since there are two dice rolled, we can consider
each outcome to be an ordered pair. There are 6 possible values for the first die and 6 possible values for the second die, meaning
that there are 36 ordered pairs or outcomes. In the diagram, the red die is the first roll and the green die is the second roll.

(1,

)

)

1,1)
2,1)
3,1)
4,1)
5,1)

b

— o~
g N w o
OO NN

(
Sample Space = E
(

) I’ )

(6,1),(6,2),(6,3), (6,4), (6, 5), (6, 6)

Now define the event W to be the winning pairs of numbers in the Field bet, the pairs that add up to 2, 3, 4, 9, 10, 11 or 12. The
winning pairs of numbers are shown in blue and the losing pairs are shown in red.

(2,1),(2,2), (2,3), (2,4), (2,5), (2,6), 2,1),(2,2),
] 31),3.2).3,3),3,4).3,5), 3.6 .| 3.1).(.6),
SampleSpace =3 (4 1), (4,2), (4,3), (4,4), (4,5), (4,6).[ " ) (4,5),(4,6),
(5,1),(5,2), (5,3), (5,4), (5,5), (5, 6), (5,4), 5,5), (5,6),
(6’ 1)7 (67 2) (6’ 3)7 (6 4)’ (675)7 (6’ 6) (6’ 3)’ (674)’ (675)7 (6’6)

This means that there are 16 outcomes out of 36 in which the player wins. It’s now easy to see the that probability of winning is
less than 50%, as the casino took the numbers that occur the most frequently.

16 4
PW)=—=—=444
(W) 36 9 %
As a final note on this example, you might recall that the casino pays double if the player rolls (1,1) or triple if the player rolls
(6,6). Even taking this extra bonus into account, if a player makes 36 $100 bets, the casino will expect to win $2000 (20 numbers
x $100), and the player will expect to win $1900 (16 numbers x $100, plus $100 extra for the 2 and $200 extra for the 12),

meaning the player loses $100 for every $3600 bet, a house (casino) advantage of 2.78%.

Field Bet — Summary of 36 possible rolls Amount won on $100 bets
(1,1) (pays double) +$200
(6, 6) (pays triple) +$300

(1,2),(1,3),(2,1), (2,2), (3,1), (3, 6), (4, 5), (4, 6), (5, 4), (5, 5):%5460, (6, 3), (6, 4), (6, 5)
(17 4)’ (17 5)’ (1’ 6)7 (2’ 3)’ (27 4)7 (2’ 5)7 (2’ 6)’ (37 2)’ (3’ 3)? (37 4).$QD’(‘K))7 (4’ 1)7 (4’ 2)’ (4’ 3)7 (4’ 4)7 (57 1)7 (5’ 2)7 (5’ 3)’ (67 1)’ (67 2)

Overall expected result of 36 rolls ($3600 bet) -$100

Just remember, in the long run, the casino always wins.
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5.2.3: How to Calculate Classical Probability is shared under a CC BY-SA license and was authored, remixed, and/or curated by LibreTexts.

e 5.3: How to Calculate Classical Probability by Maurice A. Geraghty is licensed CC BY-SA 4.0. Original source:
http://nebula2.deanza.edu/~mo/holisticInference.html.
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5.3: PowerPoints

https://professormo.com/holistic/Powerpoint/ch05.pptx

5.3: PowerPoints is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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6.1: Videos

Defining probability - Core concepts, explained in detail

Probability trees - Useful tool for conditional probability

Would you take this bet? - Thinking through probability and risk

Normal distribution - Core concepts and several examples
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Binomial distribution - Introduction to the binomial distribution

Normal approximation to binomial - A useful technique for some binomial situations

is shared under a license and was authored, remixed, and/or curated by LibreTexts.
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6.2: Mean or Expected Value and Standard Deviation

The expected value is often referred to as the "long-term" average or mean. This means that over the long term of doing an
experiment over and over, you would expect this average.

You toss a coin and record the result. What is the probability that the result is heads? If you flip a coin two times, does probability tell
you that these flips will result in one heads and one tail? You might toss a fair coin ten times and record nine heads. As you learned in
Chapter 3, probability does not describe the short-term results of an experiment. It gives information about what can be expected in
the long term. To demonstrate this, Karl Pearson once tossed a fair coin 24,000 times! He recorded the results of each toss, obtaining
heads 12,012 times. In his experiment, Pearson illustrated the Law of Large Numbers.

The Law of Large Numbers states that, as the number of trials in a probability experiment increases, the difference between the
theoretical probability of an event and the relative frequency approaches zero (the theoretical probability and the relative frequency
get closer and closer together). When evaluating the long-term results of statistical experiments, we often want to know the “average”
outcome. This “long-term average” is known as the mean or expected value of the experiment and is denoted by the Greek letter x. In
other words, after conducting many trials of an experiment, you would expect this average value.

To find the expected value or long term average, p, simply multiply each value of the random variable by its probability and add
the products.

v/ Example 6.2.1

A men's soccer team plays soccer zero, one, or two days a week. The probability that they play zero days is 0.2, the probability
that they play one day is 0.5, and the probability that they play two days is 0.3. Find the long-term average or expected value, u,
of the number of days per week the men's soccer team plays soccer.

Solution

To do the problem, first let the random variable X = the number of days the men's soccer team plays soccer per week. X takes
on the values 0, 1, 2. Construct a PDF table adding a column z * P(z). In this column, you will multiply each z value by its

probability.
Expected Value Table This table is called an expected value table. The table helps you calculate the expected value or long-term average.
x P(x) zx P(x)
0 0.2 (0)(0.2)=0
1 0.5 (1)(0.5)=0.5
2 0.3 (2)(0.3)=0.6

Add the last column z * P(z) to find the long term average or expected value:
(0)(0.2) +(1)(0.5) +(2)(0.3) = 0+ 0.5 +0.6 = 1.1.

The expected value is 1.1. The men's soccer team would, on the average, expect to play soccer 1.1 days per week. The number
1.1 is the long-term average or expected value if the men's soccer team plays soccer week after week after week. We say = 1.1.

v/ Example 6.2.2

Find the expected value of the number of times a newborn baby's crying wakes its mother after midnight. The expected value is
the expected number of times per week a newborn baby's crying wakes its mother after midnight. Calculate the standard deviation
of the variable as well.

You expect a newborn to wake its mother after midnight 2.1 times per week, on the average.

T P(x) z* P(x) (x—p)?- P(x)

0 P(z=0)= 2 (0) (%) =0 (0-2.1)*- 0.04 =0.1764
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Add the values in the third column of the table to find the expected value of X:

1
@ = Expected Value = % =2.1

Use p to complete the table. The fourth column of this table will provide the values you need to calculate the standard deviation.
For each value z, multiply the square of its deviation by its probability. (Each deviation has the format x— p.

Add the values in the fourth column of the table:
0.1764 4 0.2662 +0.0046 +0.1458 +0.2888 +0.1682 = 1.05
The standard deviation of X is the square root of this sum: o = V/1.05~1.0247
The mean, p, of a discrete probability function is the expected value.
p=3(z+P))

The standard deviation, X, of the PDF is the square root of the variance.

o=y/Dl@-w2e P)]

When all outcomes in the probability distribution are equally likely, these formulas coincide with the mean and standard deviation
of the set of possible outcomes.

? Exercise 6.2.2

A hospital researcher is interested in the number of times the average post-op patient will ring the nurse during a 12-hour shift.
For a random sample of 50 patients, the following information was obtained. What is the expected value?
) P(z)
4
0 P(z=0)= 0
8
1 P(z=1)= =
16
2 P(z=2)= 0
14
3 P(zx=3)= 0
6
4 P(z=4)= %
2
5 P(z=5)= 0
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Answer

The expected value is 2.24

4 8 16 14 6 2 8 32 42 24 10 116
(0)%+(1)%+(2)%+(3)%+(4)%+(5)%_0+%+%+%+%+%_ﬁ_2'32 (6.2.1)

v/ Example 6.2.2

Suppose you play a game of chance in which five numbers are chosen from 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. A computer randomly
selects five numbers from zero to nine with replacement. You pay $2 to play and could profit $100,000 if you match all five
numbers in order (you get your $2 back plus $100,000). Over the long term, what is your expected profit of playing the game?

To do this problem, set up an expected value table for the amount of money you can profit.
Let X = the amount of money you profit. The values of  are not 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. Since you are interested in your profit

(or loss), the values of z are 100,000 dollars and —2 dollars.

1
To win, you must get all five numbers correct, in order. The probability of choosing one correct number is 0 because there are

ten numbers. You may choose a number more than once. The probability of choosing all five numbers correctly and in order is

1 1 1 1 1 5
(1) (%) () () () - e
=0.00001.
Therefore, the probability of winning is 0.00001 and the probability of losing is

1-0.00001 =0.99999.1 —0.00001 = 0.99999.

The expected value table is as follows:

Add the last column. —1.99998 + 1 = -0.99998

T P(x) zP(x)
Loss ) 0.99999 (-2)(0.99999) = —1.99998
Profit 100,000 0.00001 (100000)(0.00001) = 1

Since —0.99998 is about —1, you would, on average, expect to lose approximately $1 for each game you play. However, each time
you play, you either lose $2 or profit $100,000. The $1 is the average or expected LOSS per game after playing this game over
and over.

? Exercise 6.2.3

You are playing a game of chance in which four cards are drawn from a standard deck of 52 cards. You guess the suit of each card
before it is drawn. The cards are replaced in the deck on each draw. You pay $1 to play. If you guess the right suit every time, you
get your money back and $256. What is your expected profit of playing the game over the long term?

Answer

Let X = the amount of money you profit. The z-values are —$1 and $256.

1 1 1 1 1
The probability of guessing the right suit each time is (Z) (Z) (Z) (Z) =956 0.0039

1 255
Thi bability of losing is 1- — = — =0. 1
e probability of losing is 556 256 0.996

(0.0039)256 + (0.9961)(— 1) = 0.9984 + (—0.9961) = 0.0023 0.23cents.
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2 1
Suppose you play a game with a biased coin. You play each game by tossing the coin once. P(heads) = 3 and P(tails) = 3 If

you toss a head, you pay $6. If you toss a tail, you win $10. If you play this game many times, will you come out ahead?

a. Define a random variable X.
b. Complete the following expected value table.
c. What is the expected value, 11? Do you come out ahead?

Solutions
a.

X = amount of profit

x -
WIN 10 1
3
LOSE —12
3
b.
z P(z) zP(z)
WIN 10 1 10
3 3
LOSE 3 2 —12
3 3
C.

-2
Add the last column of the table. The expected value y = =5 You lose, on average, about 67 cents each time you play the game

so you do not come out ahead.

? Exercise 6.2.4

2 2
Suppose you play a game with a spinner. You play each game by spinning the spinner once. P(red) = 5 P(blue) = 5 and

1
P(green) = 5 If you land on red, you pay $10. If you land on blue, you don't pay or win anything. If you land on green, you

win $10. Complete the following expected value table.

z P(z)
Red — 2
5
Blue 2
5
Green 10
Answer
z P(z) z* P(z)
Red 10 2 0
5 5
Blue 0 z E
5 5
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z P(z) xx P(x)

Green 10 l
5

o] =

Like data, probability distributions have standard deviations. To calculate the standard deviation (o) of a probability distribution, find
each deviation from its expected value, square it, multiply it by its probability, add the products, and take the square root. To
understand how to do the calculation, look at the table for the number of days per week a men's soccer team plays soccer. To find the
standard deviation, add the entries in the column labeled (z)— % P(z) and take the square root.

z P(z) 2% P(z) (z-p)2 P()

0 0.2 (0)(0.2)=0 (0—1.1)%(0.2) = 0.242
1 0.5 (1)(0.5) = 0.5 (1-1.1)%(0.5) = 0.005
2 0.3 (2)(0.3)=0.6 (2-1.1)%(0.3) = 0.243

Add the last column in the table. 0.2424-0.005+0.243 =0.49Q0 The standard deviation is the square root of 0.49, or

0=+0.49=0.7

Generally for probability distributions, we use a calculator or a computer to calculate x and o to reduce roundoff error. For some
probability distributions, there are short-cut formulas for calculating x4 and o.

v/ Example 6.2.5

Toss a fair, six-sided die twice. Let X = the number of faces that show an even number. Construct a table like Table and calculate
the mean v and standard deviation o of X.

Solution

Tossing one fair six-sided die twice has the same sample space as tossing two fair six-sided dice. The sample space has 36

outcomes:
(1,1) (1,2) (1, 3) (1, 4) 1,5) (1, 6)
2,1 2,2 2,3 2,4) 2,5 2, 6)
3,1 3,2) @3, 3) 3, 4) @3,5) 3, 6)
4,1) 4,2) 4,3) 4, 4) 4,5) (4, 6)
5,1 5,2) (5,3) 5,4 (5,5) (5,6)
(6,1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6)

Use the sample space to complete the following table:

Calculating ¢ and o.

z P(z) zP(z) (z—p)? - P(x)

0 2 0 (0-1)2. 9 _9
36 36 36
18 18 18

1 = = 1-1)2. = =
36 36 (1-1) 36 0

2 i E (1_ 1)2 . i = i
36 36 36 36

36
Add the values in the third column to find the expected value: p = 36 = 1. Use this value to complete the fourth column.

Add the values in the fourth column and take the square root of the sum:
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o= ,/% ~0.7071. (6.2.2)

On May 11, 2013 at 9:30 PM, the probability that moderate seismic activity (one moderate earthquake) would occur in the next
48 hours in Iran was about 21.42%. Suppose you make a bet that a moderate earthquake will occur in Iran during this period. If
you win the bet, you win $50. If you lose the bet, you pay $20. Let X = the amount of profit from a bet.

P(win) = P(one moderate earthquake will occur) = 21.42
P(loss) = P(one moderate earthquake will not occur) = 100

If you bet many times, will you come out ahead? Explain your answer in a complete sentence using numbers. What is the
standard deviation of X? Construct a table similar to Table and Table to help you answer these questions.

Answer
z P(z) zP(z) (z—p?)P(z)
o 2
win 50 0.2142 10.71 [50 — (~5.006)1%(0.2142)
= 648.0964
[-20-(-
loss -20 0.7858 -15.716 5.006)]%(0.7858) =
176.6636

Mean = Expected Value = 10.71 + (-15.716) = —5.006.
If you make this bet many times under the same conditions, your long term outcome will be an average loss of $5.01 per bet.

Standard Deviation = 1/648.0964 +176.6636~ 28.7186

? Exercise 6.2.6

On May 11, 2013 at 9:30 PM, the probability that moderate seismic activity (one moderate earthquake) would occur in the next
48 hours in Japan was about 1.08%. You bet that a moderate earthquake will occur in Japan during this period. If you win the bet,
you win $100. If you lose the bet, you pay $10. Let X = the amount of profit from a bet. Find the mean and standard deviation of

X.
Answer
z P(z) z- P(z) (¢~ p2)- P(z)
—(— 2.
win 100 0.0108 1.08 [100 — (-8.812)]
0.0108 =127.8726
10 — (— 2.
loss -10 0.9892 -9.892 [-10 — (-8.812)]

0.9892 = 1.3961

Mean = Expected Value = p = 1.08 + (—9.892) =—8.812
If you make this bet many times under the same conditions, your long term outcome will be an average loss of $8.81 per bet.

Standard Deviation = 4/127.7826 +1.3961~ 11.3696

Some of the more common discrete probability functions are binomial, geometric, hypergeometric, and Poisson. Most elementary
courses do not cover the geometric, hypergeometric, and Poisson. Your instructor will let you know if he or she wishes to cover these
distributions.

A probability distribution function is a pattern. You try to fit a probability problem into a pattern or distribution in order to perform
the necessary calculations. These distributions are tools to make solving probability problems easier. Each distribution has its own
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special characteristics. Learning the characteristics enables you to distinguish among the different distributions.

Summary

The expected value, or mean, of a discrete random variable predicts the long-term results of a statistical experiment that has been
repeated many times. The standard deviation of a probability distribution is used to measure the variability of possible outcomes.

Formula Review
1. Mean or Expected Value: =3 v 2 P(z)
2. Standard Deviation: o = \/ZzeX (x —p)?P(z)

Glossary

Expected Value
expected arithmetic average when an experiment is repeated many times; also called the mean. Notations: p. For a discrete
random variable (RV) with probability distribution function P(z),the definition can also be written in the form = > zP(z) .

Mean

a number that measures the central tendency; a common name for mean is ‘average.” The term ‘mean’ is a shortened form of
Sum of all values in the sample

‘arithmetic mean.” By definition, the mean for a sample (detonated by z) is * = and the

Number of values in the sample
Sum of all values in the population

mean for a population (denoted b ispu= .
pop ( yWis Number of values in the population
Mean of a Probability Distribution

the long-term average of many trials of a statistical experiment

Standard Deviation of a Probability Distribution
a number that measures how far the outcomes of a statistical experiment are from the mean of the distribution

The Law of Large Numbers
As the number of trials in a probability experiment increases, the difference between the theoretical probability of an event and the
relative frequency probability approaches zero.
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6.3: PowerPoints

https://professormo.com/holistic/Powerpoint/ch05.pptx
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Binomial distribution - Introduction to the binomial distribution
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.2: Continuous Random Variable - Introduction

40 CHAPTER OBJECTIVES

By the end of this chapter, the student should be able to:

e Recognize and understand continuous probability density functions in general.
e Recognize the uniform probability distribution and apply it appropriately.
o Recognize the exponential probability distribution and apply it appropriately.

Continuous random variables have many applications. Baseball batting averages, IQ scores, the length of time a long distance
telephone call lasts, the amount of money a person carries, the length of time a computer chip lasts, and SAT scores are just a few.
The field of reliability depends on a variety of continuous random variables.

The values of discrete and continuous random variables can be ambiguous. For example, if X is equal to the number of miles
(to the nearest mile) you drive to work, then X is a discrete random variable. You count the miles. If X is the distance you
drive to work, then you measure values of X and X is a continuous random variable. For a second example, if X is equal to
the number of books in a backpack, then X is a discrete random variable. If X is the weight of a book, then X is a continuous
random variable because weights are measured. How the random variable is defined is very important.

Figure 7.2.1: The heights of these radish plants are continuous random variables. (Credit: Rev Stan)

Properties of Continuous Probability Distributions

The graph of a continuous probability distribution is a curve. Probability is represented by area under the curve. The curve is called
the probability density function (abbreviated as pdf). We use the symbol f(x) to represent the curve. f(z) is the function that
corresponds to the graph; we use the density function f(z) to draw the graph of the probability distribution. Area under the curve is
given by a different function called the cumulative distribution function(abbreviated as cdf). The cumulative distribution function is
used to evaluate probability as area.

The outcomes are measured, not counted.

The entire area under the curve and above the x-axis is equal to one.

Probability is found for intervals of = values rather than for individual z values.

P(c <z < d) is the probability that the random variable X is in the interval between the values ¢ and d. P(c < z < d) is the
area under the curve, above the x-axis, to the right of ¢ and the left of d.

P(z = c¢) = 0 The probability that z takes on any single individual value is zero. The area below the curve, above the x-axis,
and between = ¢ and = ¢ has no width, and therefore no area (area = 0). Since the probability is equal to the area, the
probability is also zero.

P(c <z <d) is the same as P(c <z < d) because probability is equal to area.

We will find the area that represents probability by using geometry, formulas, technology, or probability tables. In general, calculus
is needed to find the area under the curve for many probability density functions. When we use formulas to find the area in this
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textbook, the formulas were found by using the techniques of integral calculus. However, because most students taking this course
have not studied calculus, we will not be using calculus in this textbook. There are many continuous probability distributions.
When using a continuous probability distribution to model probability, the distribution used is selected to model and fit the
particular situation in the best way.

In this chapter and the next, we will study the uniform distribution, the exponential distribution, and the normal distribution. The
following graphs illustrate these distributions.

Shaded area represents
P(3<x<86)

1 T 1 1 Ix
o 1 2 3 4 5 6 7 8 9 10

The uniform distribution

Figure 7.2.2: The graph shows a Uniform Distribution with the area between = 3 and # = 6 shaded to represent the probability
that the value of the random variable X is in the interval between three and six.

Shaded area
represents probability
P(2<x<4)

0 1 2 3 4 5 6 7 8
The exponential distribution

Figure 7.2.3: The graph shows an Exponential Distribution with the area between & =2 and z =4 shaded to represent the
probability that the value of the random variable X is in the interval between two and four.

Shaded area
represents probability
P(l<x<2)

1
-3 -2 -1 0 1 2 3
The normal distribution
Figure 7.2.4: The graph shows the Standard Normal Distribution with the area between =1 and = 2 shaded to represent the
probability that the value of the random variable X is in the interval between one and two.

Glossary

Uniform Distribution

a continuous random variable (RV) that has equally likely outcomes over the domain, a < < b ; it is often referred as the

rectangular distribution because the graph of the pdf has the form of a rectangle. Notation: X ~ U(a, b). The mean is u = “TH’
b—a)?

and the standard deviation is o = ( 12) . The probability density function is f(z) = ﬁ fora<axz <b ora<z <b.The

cumulative distribution is P(X < z) =

Exponential Distribution
a continuous random variable (RV) that appears when we are interested in the intervals of time between some random events,
for example, the length of time between emergency arrivals at a hospital; the notation is X ~ Exp(m) . The mean is p = %
and the standard deviation is ¢ = # . The probability density function is f(z) =me ™", z > 0 and the cumulative

distribution function is P(X <z) =1-—¢€"™" .

This page titled 7.2: Continuous Random Variable - Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated

by OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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SECTION OVERVIEW

7.3: The Normal Distribution

In this chapter, you will study the normal distribution, the standard normal distribution, and applications associated with them. The
normal distribution has two parameters (two numerical descriptive measures), the mean () and the standard deviation (o).

7.3.1: Prelude to The Normal Distribution

7.3.2: The Standard Normal Distribution

7.3.2E: The Standard Normal Distribution (Exercises)

7.3.3: Using the Normal Distribution

Contributors and Attributions

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

This page titled 7.3: The Normal Distribution is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via
source content that was edited to the style and standards of the LibreTexts platform.
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7.3.1: Prelude to The Normal Distribution

4b Learning Objectives

By the end of this chapter, the student should be able to:

e Recognize the normal probability distribution and apply it appropriately.
e Recognize the standard normal probability distribution and apply it appropriately.
o Compare normal probabilities by converting to the standard normal distribution.

The normal, a continuous distribution, is the most important of all the distributions. It is widely used and even more widely abused.
Its graph is bell-shaped. You see the bell curve in almost all disciplines. Some of these include psychology, business, economics,
the sciences, nursing, and, of course, mathematics. Some of your instructors may use the normal distribution to help determine your
grade. Most IQ scores are normally distributed. Often real-estate prices fit a normal distribution. The normal distribution is
extremely important, but it cannot be applied to everything in the real world.

Figure 7.3.1.1: If you ask enough people about their shoe size, you will find that your graphed data is shaped like a bell curve and
can be described as normally distributed. (credit: Omer Unlb)

In this chapter, you will study the normal distribution, the standard normal distribution, and applications associated with them. The
normal distribution has two parameters (two numerical descriptive measures), the mean (u) and the standard deviation (o). If X is
a quantity to be measured that has a normal distribution with mean (1) and standard deviation (o), we designate this by writing

f(w)=;'e<%>.<w;u>z (7.3.1.1)

o-V2-m

The probability density function is a rather complicated function. Do not memorize it. It is not necessary.

The cumulative distribution function is P(X < z). It is calculated either by a calculator or a computer, or it is looked up in a table.
Technology has made the tables virtually obsolete. For that reason, as well as the fact that there are various table formats, we are
not including table instructions.

NORMAL: X~N (u, )

Figure 7.3.1.2: The standard normal distribution
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The curve is symmetrical about a vertical line drawn through the mean, p. In theory, the mean is the same as the median, because
the graph is symmetric about p. As the notation indicates, the normal distribution depends only on the mean and the standard
deviation. Since the area under the curve must equal one, a change in the standard deviation, o, causes a change in the shape of the
curve; the curve becomes fatter or skinnier depending on o. A change in p causes the graph to shift to the left or right. This means
there are an infinite number of normal probability distributions. One of special interest is called the standard normal distribution.

X COLLABORATIVE CLASSROOM ACTIVITY

Your instructor will record the heights of both men and women in your class, separately. Draw histograms of your data. Then
draw a smooth curve through each histogram. Is each curve somewhat bell-shaped? Do you think that if you had recorded 200
data values for men and 200 for women that the curves would look bell-shaped? Calculate the mean for each data set. Write the
means on the x-axis of the appropriate graph below the peak. Shade the approximate area that represents the probability that
one randomly chosen male is taller than 72 inches. Shade the approximate area that represents the probability that one
randomly chosen female is shorter than 60 inches. If the total area under each curve is one, does either probability appear to be
more than 0.5?

Formula Review
o X~ N(N’ 0')
e L = the mean o = the standard deviation

Glossary

Normal Distribution
a continuous random variable (RV) with pdf

e 207 (7.3.1.2)

, where p is the mean of the distribution and ¢ is the standard deviation; notation: X ~ N (u, o). If ¢ =0 and o = 1, the RV
is called the standard normal distribution.

This page titled 7.3.1: Prelude to The Normal Distribution is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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7.3.2: The Standard Normal Distribution

Z-Scores

The standard normal distribution is a normal distribution of standardized values called z-scores. A z-score is measured in units of
the standard deviation.

# Definition: Z-Score

If X is a normally distributed random variable and X ~ N (u, o), then the z-score is:

T— U
= 7.3.2.1
* o ( )

The z-score tells you how many standard deviations the value 2 is above (to the right of) or below (to the left of) the mean,
p. Values of x that are larger than the mean have positive z-scores, and values of x that are smaller than the mean have negative z-
scores. If z equals the mean, then x has a z-score of zero. For example, if the mean of a normal distribution is five and the standard
deviation is two, the value 11 is three standard deviations above (or to the right of) the mean. The calculation is as follows:

z =p+(2)(0)
=5+4+(3)(2)=11
The z-score is three.

Since the mean for the standard normal distribution is zero and the standard deviation is one, then the transformation in Equation
7.3.2.1produces the distribution Z ~ N (0, 1). The value x comes from a normal distribution with mean g and standard deviation
g.

I A z-score is measured in units of the standard deviation.

v/ Example 7.3.2.1

Suppose X ~ N (5, 6). This says that z is a normally distributed random variable with mean ¢ =5 and standard deviation
o = 6. Suppose = 17. Then (via Equation 7.3.2.1):

o 6

This means that z =17 is two standard deviations (20 above or to the right of the mean p = 5. The standard deviation is
oc=6.

Notice that: 5+ (2)(6) = 17 (The patternis g +z0 =z )

Now suppose x = 1. Then:

(rounded to two decimal places)

This means that =1 is 0.67 standard deviations (—0.670) below or to the left of the mean p =>5. Notice that:
5+ (—0.67)(6) is approximately equal to one (This has the pattern 4 (—0.67)c =1)

Summarizing, when z is positive, « is above or to the right of x and when z is negative, x is to the left of or below p. Or,
when z is positive, x is greater than 1, and when z is negative x is less than p.

What is the z-score of z, when z =1 and X ~ N (12, 3)?

Answer

https://stats.libretexts.org/@go/page/28745
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1-12
| z= ~—3.67

3

v/ Example 7.3.2.2

Some doctors believe that a person can lose five pounds, on the average, in a month by reducing his or her fat intake and by
exercising consistently. Suppose weight loss has a normal distribution. Let X = the amount of weight lost(in pounds) by a
person in a month. Use a standard deviation of two pounds. X ~ N (5, 2). Fill in the blanks.

a. Suppose a person lost ten pounds in a month. The z-score when = 10 pounds is = 2.5 (verify). This z-score tells you

that x =10 is standard deviations to the (right or left) of the mean (What is the mean?).
b. Suppose a person gained three pounds (a negative weight loss). Then z = . This z-score tells you that x = —3
is standard deviations to the (right or left) of the mean.
Answers

a. This z-score tells you that z = 10 is 2.5 standard deviations to the right of the mean five.

b. Suppose the random variables X and Y have the following normal distributions: X ~ N(5,6) and Y ~ N(2,1). If z =17,
then z = 2. (This was previously shown.) If y = 4, what is z?

Y= p 4-2

=2
o 1

z

where =2 and o = 1.

The z-score for y =4 is z = 2. This means that four is z = 2 standard deviations to the right of the mean. Therefore, x =17
and y = 4 are both two (of their own) standard deviations to the right of their respective means.

The z-score allows us to compare data that are scaled differently. To understand the concept, suppose X ~ N (5, 6) represents
weight gains for one group of people who are trying to gain weight in a six week period and Y ~ N (2, 1) measures the same
weight gain for a second group of people. A negative weight gain would be a weight loss. Since =17 and y =4 are each
two standard deviations to the right of their means, they represent the same, standardized weight gain relative to their means.

? Exercise 7.3.2.2

Fill in the blanks.
Jerome averages 16 points a game with a standard deviation of four points. X ~ N(16,4). Suppose Jerome scores ten points
in a game. The z-score when x =10 is —1.5. This score tells you that z =10 is standard deviations to the
(right or left) of the mean (What is the mean?).
Answer
1.5, left, 16

The Empirical Rule

If X is a random variable and has a normal distribution with mean p and standard deviation o, then the Empirical Rule says the
following:

e About 68% of the z values lie between —1¢ and +10 of the mean y (within one standard deviation of the mean).

e About 95% of the z values lie between —2¢ and +2¢ of the mean y (within two standard deviations of the mean).

o About 99.7% of the x values lie between —3¢ and +3¢ of the mean p (within three standard deviations of the mean). Notice that
almost all the  values lie within three standard deviations of the mean.

e The z-scores for +10 and —10 are +1 and —1, respectively.

o The z-scores for +20 and —2¢ are +2 and -2, respectively.

e The z-scores for +30 and —30 are +3 and —3 respectively.

The empirical rule is also known as the 68-95-99.7 rule.

https://stats.libretexts.org/@go/page/28745
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Figure 7.3.2.1

v/ Example 7.3.2.3

The mean height of 15 to 18-year-old males from Chile from 2009 to 2010 was 170 cm with a standard deviation of 6.28 cm.
Male heights are known to follow a normal distribution. Let X = the height of a 15 to 18-year-old male from Chile in 2009 to
2010. Then X ~ N(170,6.28).

a. Suppose a 15 to 18-year-old male from Chile was 168 cm tall from 2009 to 2010. The z-score when £ = 168 cm is z =
. This z-score tells you that x = 168 is standard deviations to the (right or left) of the mean
__(What is the mean?).
b. Suppose that the height of a 15 to 18-year-old male from Chile from 2009 to 2010 has a z-score of z =1.27. What is the
male’s height? The z-score (z = 1.27) tells you that the male’s height is standard deviations to the
(right or left) of the mean.

Answers

a. —0.32, 0.32, left, 170
b. 177.98, 1.27, right

? Exercise 7.3.2.3

Use the information in Example 7.3.2.3to answer the following questions.

a. Suppose a 15 to 18-year-old male from Chile was 176 cm tall from 2009 to 2010. The z-score when z =176 cm is z =
. This z-score tells you that z = 176 cm is standard deviations to the (right or left) of the
mean ______ (What is the mean?).
b. Suppose that the height of a 15 to 18-year-old male from Chile from 2009 to 2010 has a z-score of z =—2. What is the
male’s height? The z-score (2 =—2) tells you that the male’s height is standard deviations to the
(right or left) of the mean.

Answer

Solve the equation z = for z. x = p+(2)(0)

176 - 170

628 This z-score tells you that z = 176 cm is 0.96 standard deviations to the right of the mean 170 cm.

Answer
T—p

Solve the equation z = for z. z = p+(2)(0)

X =157.44cm, The z-score(z =—2) tells you that the male’s height is two standard deviations to the left of the mean.

https://stats.libretexts.org/@go/page/28745



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/28745?pdf

LibreTexts"

From 1984 to 1985, the mean height of 15 to 18-year-old males from Chile was 172.36 cm, and the standard deviation was
6.34 cm. Let Y = the height of 15 to 18-year-old males from 1984 to 1985. Then Y ~ N (172.36,6.34)

The mean height of 15 to 18-year-old males from Chile from 2009 to 2010 was 170 cm with a standard deviation of 6.28 cm.
Male heights are known to follow a normal distribution. Let X = the height of a 15 to 18-year-old male from Chile in 2009 to
2010. Then X ~ N(170,6.28).

Find the z-scores for z = 160.58 cm and y = 162.85 cm. Interpret each z-score. What can you say about z = 160.58 cm and
y=162.85cm?

Answer

e The z-score (Equation 7.3.2.1) for x = 160.58is z =—1.5.
e The z-score fory = 162.85is z =—1.5.

Both x =160.58 and y = 162.85 deviate the same number of standard deviations from their respective means and in the same
direction.

? Exercise 7.3.2.4

In 2012, 1,664,479 students took the SAT exam. The distribution of scores in the verbal section of the SAT had a mean
1 =496 and a standard deviation o = 114. Let X = a SAT exam verbal section score in 2012. Then X ~ N (496, 114).

Find the z-scores for 1 = 325 and x5 = 366.21. Interpret each z-score. What can you say about ;1 = 325 and x5 = 366.21?
Answer

The z-score (Equation 7.3.2.0) for 1 = 325 is 2y =—1.15.

The z-score (Equation 7.3.2.0) for o = 366.21is zo =—1.14.

Student 2 scored closer to the mean than Student 1 and, since they both had negative z-scores, Student 2 had the better
score.

v/ Example 7.3.2.5

Suppose x has a normal distribution with mean 50 and standard deviation 6.

o About 68% of the x values lie within one standard deviation of the mean. Therefore, about 68% of the x values lie between
—1o = (-1)(6) = —6 and 10 = (1)(6) = 6 of the mean 50. The values 50 — 6 = 44 and 50 + 6 = 56 are within one standard
deviation from the mean 50. The z-scores are —1 and +1 for 44 and 56, respectively.

o About 95% of the x values lie within two standard deviations of the mean. Therefore, about 95% of the x values lie
between —20 = (-2)(6) = -12 and 20 = (2)(6) = 12. The values 50 — 12 = 38 and 50 + 12 = 62 are within two standard
deviations from the mean 50. The z-scores are —2 and +2 for 38 and 62, respectively.

o About 99.7% of the x values lie within three standard deviations of the mean. Therefore, about 99.7% of the x values lie
between -3¢ = (-3)(6) = —18 and 30 = (3)(6) = 18 from the mean 50. The values 50 — 18 = 32 and 50 + 18 = 68 are within
three standard deviations of the mean 50. The z-scores are —3 and +3 for 32 and 68, respectively.

? Exercise 7.3.2.5

Suppose X has a normal distribution with mean 25 and standard deviation five. Between what values of « do 68% of the

values lie?

Answer

between 20 and 30.
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From 1984 to 1985, the mean height of 15 to 18-year-old males from Chile was 172.36 cm, and the standard deviation was
6.34 cm. Let Y = the height of 15 to 18-year-old males in 1984 to 1985. Then Y ~ N(172.36,6.34)

a. About 68% of the y values lie between what two values? These values are . The z-scores are
, respectively.
b. About 95% of the y values lie between what two values? These values are . The z-scores are
respectively.
c. About 99.7% of the y values lie between what two values? These values are . The z-scores are
, respectively.
Answer

a. About 68% of the values lie between 166.02 and 178.7. The z-scores are —1 and 1.
b. About 95% of the values lie between 159.68 and 185.04. The z-scores are —2 and 2.
c. About 99.7% of the values lie between 153.34 and 191.38. The z-scores are —3 and 3.

? Exercise 7.3.2.6

The scores on a college entrance exam have an approximate normal distribution with mean, ;=52 points and a standard
deviation, o = 11 points.

a. About 68% of the y values lie between what two values? These values are . The z-scores are
, respectively.
b. About 95% of the y values lie between what two values? These values are . The z-scores are
, Tespectively.
c. About 99.7% of the y values lie between what two values? These values are . The z-scores are
, respectively.
Answer a

About 68% of the values lie between the values 41 and 63. The z-scores are —1 and 1, respectively.
Answer b

About 95% of the values lie between the values 30 and 74. The z-scores are —2 and 2, respectively.
Answer c

About 99.7% of the values lie between the values 19 and 85. The z-scores are —3 and 3, respectively.

Summary

A z-score is a standardized value. Its distribution is the standard normal, Z ~ N (0, 1) . The mean of the z-scores is
zero and the standard deviation is one. If y is the z-score for a value  from the normal distribution
N(u, o) then z tells you how many standard deviations z is above (greater than) or below (less than) .

Formula Review

Z ~N(0,1)

z = a standardized value (z-score)

mean = 0; standard deviation = 1

To find the K™ percentile of X when the z-scores is known:
k=up+(2)o

T—p
g

z-score: z =
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Z = the random variable for z-scores

Z~N(0,1)
Glossary

Standard Normal Distribution

a continuous random variable (RV) X ~ N (0, 1); when X follows the standard normal distribution, it is often noted as \(Z \sim
N(O, D\

zZ-score

x
the linear transformation of the form z = K ; if this transformation is applied to any normal distribution X ~ N (p, o the

o

result is the standard normal distribution Z ~ N (0, 1). If this transformation is applied to any specific value z of the RV with
mean p and standard deviation o, the result is called the z-score of x. The z-score allows us to compare data that are normally
distributed but scaled differently.
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7.3.2E: The Standard Normal Distribution (Exercises)

A bottle of water contains 12.05 fluid ounces with a standard deviation of 0.01 ounces. Define the random variable X in
words. X =

Answer

ounces of water in a bottle

? Exercise 7.3.2E.8

A normal distribution has a mean of 61 and a standard deviation of 15. What is the median?

? Exercise 7.3.2E.9
X ~N(1,2)
g =

Answer

2

? Exercise 7.3.2E. 10

A company manufactures rubber balls. The mean diameter of a ball is 12 cm with a standard deviation of 0.2 cm. Define the
random variable X in words. X =

? Exercise 7.3.2E. 11

X ~N(-4,1)

What is the median?

Answer

-4

X~ N(3,5)
o=___
X ~N(-2,1)
p=_____
Answer

-2
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? Exercise 7.3.2E.14

What does a z-score measure?

What does standardizing a normal distribution do to the mean?
Answer

The mean becomes zero.

? Exercise 7.3.2E. 16

Is X ~ N(0,1) astandardized normal distribution? Why or why not?

What is the z-score of x = 12, if it is two standard deviations to the right of the mean?
Answer

z=2

? Exercise 7.3.2E. 18

? Exercise 7.3.2E.19

What is the z-score of x = 9, if it is 1.5 standard deviations to the left of the mean?

What is the z-score of x = —2, if it is 2.78 standard deviations to the right of the mean?
Answer

z2=2.78

? Exercise 7.3.2E.20

What is the z-score of x = 7, if it is 0.133 standard deviations to the left of the mean?

Suppose X ~ N (2, 6). What value of x has a z-score of three?
Answer

z =20

Suppose X ~ N (8, 1). What value of  has a z-score of —2.25?

Suppose X ~ N (9,5). What value of z has a z-score of —0.5?
Answer

z=06.5
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? Exercise 7.3.2E. 24

Suppose X ~ N (2, 3). What value of  has a z-score of -0.67?

Suppose X ~ N (4, 2). What value of z is 1.5 standard deviations to the left of the mean?
Answer

r=1

? Exercise 7.3.2E. 26

Suppose X ~ N (4, 2). What value of z is two standard deviations to the right of the mean?

Suppose X ~ N (8,9). What value of z is 0.67 standard deviations to the left of the mean?
Answer

r=1.97

? Exercise 7.3.2E. 28

Suppose X ~ N(—1,12). What is the z-score of z = 2?

? Exercise 7.3.2E.29

Suppose X ~ N (12,6). What is the z-score of z = 2?
Answer

z=1.67

? Exercise 7.3.2E.30

Suppose X ~ N (9, 3). What is the z-score of z = 9?

Suppose a normal distribution has a mean of six and a standard deviation of 1.5. What is the z-score of x = 5.5?

Answer

z~—0.33

In a normal distribution, z = 5 and z =—1.25. This tells you that z =5 is standard deviations to the (right or left)
of the mean.

In a normal distribution, z = 3 and z = 0.67. This tells you that x = 3 is standard deviations to the (right or left) of
the mean.

Answer
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l 0.67, right

? Exercise 7.3.2E.34

In a normal distribution, * =—2 and z = 6. This tells you that z =2 is standard deviations to the (right or left) of
the mean.

In a normal distribution, £ =—5 and z =—3.14. This tells you that x =—5 is standard deviations to the (right or left)
of the mean.

Answer

3.14, left

? Exercise 7.3.2E.36

In a normal distribution, z = 6 and z =—1.7. This tells you that z = 6 is standard deviations to the (right or left) of
the mean.

About what percent of z values from a normal distribution lie within one standard deviation (left and right) of the mean of that
distribution?

Answer

about 68%

? Exercise 7.3.2E. 38

About what percent of the = values from a normal distribution lie within two standard deviations (left and right) of the mean of
that distribution?

? Exercise 7.3.2E.39

About what percent of z values lie between the second and third standard deviations (both sides)?
Answer

about 4%

? Exercise 7.3.2E.40

Suppose X ~ N(15, 3). Between what  values does 68.27% of the data lie? The range of z values is centered at the mean of
the distribution (i.e., 15).

? Exercise 7.3.2E. 41

Suppose X ~ N(—3,1). Between what z values does 95.45% of the data lie? The range of x values is centered at the mean of
the distribution (i.e., —3).

Answer

between -5 and -1
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? Exercise 7.3.2E.42

Suppose X ~ N(—3,1). Between what z values does 34.14% of the data lie?

? Exercise 7.3.2E.43

About what percent of x values lie between the mean and three standard deviations?
Answer

about 50%

? Exercise 7.3.2E.44

About what percent of = values lie between the mean and one standard deviation?

? Exercise 7.3.2E. 45

About what percent of x values lie between the first and second standard deviations from the mean (both sides)?
Answer

about 27%

? Exercise 7.3.2FE. 46

About what percent of z values lie between the first and third standard deviations(both sides)?

Use the following information to answer the next two exercises: The life of Sunshine CD players is normally distributed with mean
of 4.1 years and a standard deviation of 1.3 years. A CD player is guaranteed for three years. We are interested in the length of time
a CD player lasts.

? Exercise 7.3.2E.47

Define the random variable X in words. X =
Answer

The lifetime of a Sunshine CD player measured in years.

? Exercise 7.3.2F. 48

This page titled 7.3.2E: The Standard Normal Distribution (Exercises) is shared under a CC BY 4.0 license and was authored, remixed, and/or
curated by OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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7.3.3: Using the Normal Distribution

The shaded area in the following graph indicates the area to the left of . This area is represented by the probability P(X < z).
Normal tables, computers, and calculators provide or calculate the probability P(X < z).

Shaded area
represents probability
P(X<x)

Figure 7.3.3.1.

The area to the right is then P(X > z) = 1- P(X < z). Remember, P(X < ) = Area to the left of the vertical line through .
P(X >z)=1-P(X <z)= Area to the right of the vertical line through z. P(X <) is the same as P(X <z) and
P(X > z) is the same as P(X > ) for continuous distributions.

Calculations of Probabilities

Probabilities are calculated using technology. There are instructions given as necessary for the TI-83+ and TI-84 calculators.To
calculate the probability, use the probability tables provided in [link] without the use of technology. The tables include instructions
for how to use them.

v/ Example 7.3.3.1

If the area to the left is 0.0228, then the area to the right is 1 —0.0228 = 0.9772

If the area to the left of « is 0.012 then what is the area to the right?

Answer

1-0.012=0.988

v/ Example 7.3.3.2

The final exam scores in a statistics class were normally distributed with a mean of 63 and a standard deviation of five.

a. Find the probability that a randomly selected student scored more than 65 on the exam.

b. Find the probability that a randomly selected student scored less than 85.

c. Find the 90™ percentile (that is, find the score & that has 90% of the scores below k and 10% of the scores above k).

d. Find the 70" percentile (that is, find the score k such that 70% of scores are below &k and 30% of the scores are above k).

Answer

a. Let X = a score on the final exam. X ~ N (63,5), where uy =63 ando =5
Draw a graph.

Then, find P(z > 65).

P(z > 65) =0.3446
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Shaded area
represents probability
0.3446

T

63 65

Figure 7.3.3.2.
The probability that any student selected at random scores more than 65 is 0.3446.

X USING THE TI-83, 83+, 84, 84+ CALCULATOR

Gointo 2nd DISTR .
After pressing 2nd DISTR ,press 2:normalcdf .
The syntax for the instructions are as follows:

normalcdf(lower value, upper value, mean, standard deviation) For this problem: normalcdf(65,1E99,63,5) = 0.3446. You
get 1E99 (= 10%) by pressing 1 ,the EE key (a 2nd key) and then 99 . Or, you can enter 10/ 99 instead. The
number 10% is way out in the right tail of the normal curve. We are calculating the area between 65 and 10%°. In some
instances, the lower number of the area might be —1E99 (= —10%°). The number —10%° is way out in the left tail of the
normal curve.

X Historical Note

The TT probability program calculates a z-score and then the probability from the z-score. Before technology, the z-score
was looked up in a standard normal probability table (because the math involved is too cumbersome) to find the
probability. In this example, a standard normal table with area to the left of the z-score was used. You calculate the z-score
and look up the area to the left. The probability is the area to the right.

z2=65-63565—635=0.4
Area to the left is 0.6554.
P(z >65)=P(2>0.4) =1-0.6554 = 0.3446

X USING THE TI-83, 83+, 84, 84+ CALCULATOR

Find the percentile for a student scoring 65:

*Press 2nd Distr
*Press 2:normalcdf (
*Enter lower bound, upper bound, mean, standard deviation followed by )
*Press ENTER .
For this Example, the steps are
2nd Distr
2:normalcdf (65,1,2nd EE,99,63,5) ENTER

The probability that a selected student scored more than 65 is 0.3446.
To find the probability that a selected student scored more than 65, subtract the percentile from 1.

Answer
b. Draw a graph.
Then find P(z < 85), and shade the graph.
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Using a computer or calculator, find P(z < 85) =1.
normalcdf(0, 85, 63,5) = 1(rounds to one)

The probability that one student scores less than 85 is approximately one (or 100%).

Answer

c. Find the 90™ percentile. For each problem or part of a problem, draw a new graph. Draw the z-axis. Shade the area that
corresponds to the 90" percentile.

Let k = the 90" percentile. The variable k is located on the z-axis. P(z < k) is the area to the left of k. The 90™ percentile
k separates the exam scores into those that are the same or lower than & and those that are the same or higher. Ninety percent
of the test scores are the same or lower than k, and ten percent are the same or higher. The variable & is often called a critical
value.

k=69.4

Shaded area
represents probability
P(x<k)=0.90

63 k

Figure 7.3.3.3.

The 90" percentile is 69.4. This means that 90% of the test scores fall at or below 69.4 and 10% fall at or above. To get this
answer on the calculator, follow this step:

invNorm in 2nd DISTR .invNorm(area to the left, mean, standard deviation)
For this problem, invNorm(0.90, 63,5) = 69.4
Answer
d. Find the 70" percentile.
Draw a new graph and label it appropriately. k£ = 65.6
The 70" percentile is 65.6. This means that 70% of the test scores fall at or below 65.6 and 30% fall at or above.
invNorm(0.70,63,5) = 65.6

? Exercise 7.3.3.2

The golf scores for a school team were normally distributed with a mean of 68 and a standard deviation of three. Find the
probability that a randomly selected golfer scored less than 65.
Answer

normalcdf(10%, 65, 68,3) = 0.1587

v/ Example 7.3.3.3

A personal computer is used for office work at home, research, communication, personal finances, education, entertainment,
social networking, and a myriad of other things. Suppose that the average number of hours a household personal computer is
used for entertainment is two hours per day. Assume the times for entertainment are normally distributed and the standard
deviation for the times is half an hour.

a. Find the probability that a household personal computer is used for entertainment between 1.8 and 2.75 hours per day.
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b. Find the maximum number of hours per day that the bottom quartile of households uses a personal computer for
entertainment.

Answer

a. Let X = the amount of time (in hours) a household personal computer is used for entertainment. X ~ N(2,0.5) where
p=2ando =0.5.

Find P(1.8 <z < 2.75).

The probability for which you are looking is the area between z = 1.8 and z = 2.75. P(1.8 <z < 2.75) =0.5886

18 2 2.75
Figure 7.3.3.4.
normalcdf(1.8,2.75,2,0.5) = 0.5886
The probability that a household personal computer is used between 1.8 and 2.75 hours per day for entertainment is 0.5886.

b.

To find the maximum number of hours per day that the bottom quartile of households uses a personal computer for
entertainment, find the 25 percentile, k, where P(z < k) = 0.25.

k=1.66

Shaded area Unshaded area
represents probability represents
P(x<k)=0.25 probability

P(x>k =075

Figure 7.3.3.5.

invNorm(0.25,2,0.5) =1.66

The maximum number of hours per day that the bottom quartile of households uses a personal computer for entertainment is
1.66 hours.

? Exercise 7.3.3.3

The golf scores for a school team were normally distributed with a mean of 68 and a standard deviation of three. Find the
probability that a golfer scored between 66 and 70.

Answer

normalcdf(66, 70, 68, 3) = 0.4950
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There are approximately one billion smartphone users in the world today. In the United States the ages 13 to 55+ of
smartphone users approximately follow a normal distribution with approximate mean and standard deviation of 36.9 years and
13.9 years, respectively.

a. Determine the probability that a random smartphone user in the age range 13 to 55+ is between 23 and 64.7 years old.
b. Determine the probability that a randomly selected smartphone user in the age range 13 to 55+ is at most 50.8 years old.
c. Find the 80™ percentile of this distribution, and interpret it in a complete sentence.

Answer

a. normalcdf(23,64.7,36.9,13.9) = 0.8186
b. normalcdf(—10%, 50.8,36.9,13.9) = 0.8413
c. invNorm(0.80, 36.9,13.9) = 48.6

The 80" percentile is 48.6 years.

80% of the smartphone users in the age range 13 — 55+ are 48.6 years old or less.

Use the information in Example to answer the following questions.

? Exercise 7.3.3.4

a. Find the 30™ percentile, and interpret it in a complete sentence.
b. What is the probability that the age of a randomly selected smartphone user in the range 13 to 55+ is less than 27 years
old and at least 0 years old?

70.

Answer
Let X = a smart phone user whose age is 13 to 55+. X ~ N(36.9,13.9)
To find the 30 percentile, find k such that P(z < k) =0.30.

invNorm(0.30, 36.9,13.9) = 29.6ears
Thirty percent of smartphone users 13 to 55+ are at most 29.6 years and 70% are at least 29.6 years. Find P(z < 27)

(Note that normalcdf(—10°,27,36.9,13.9) = 0.2382The two answers differ only by 0.0040.)

Shaded area
represents probability
P (x<27)=0.2342

T
27 36.9

Figure 7.3.3.6.
normalcdf(0, 27, 36.9,13.9) = 0.2342

v/ Example 7.3.3.5

In the United States the ages 13 to 55+ of smartphone users approximately follow a normal distribution with approximate mean
and standard deviation of 36.9 years and 13.9 years respectively. Using this information, answer the following questions (round
answers to one decimal place).

a. Calculate the interquartile range (IQ R).
b. Forty percent of the ages that range from 13 to 55+ are at least what age?
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Answer

a.

IQR=Q3-Q1
Calculate Q3 = 75 percentile and Q1 = 25" percentile.
invNorm(0.75, 36.9,13.9) = Q3 = 46.2754
invNorm(0.25, 36.9,13.9) = Q; = 27.5246
IQR =Q3 — Q1 =18.7508
b.
Find k where P(z > k) = 0.40 ("At least" translates to "greater than or equal to.")
0.40 = the area to the right.
Area to the left =1-0.40 = 0.60.
The area to the left of £ = 0.60.
invNorm(0.60, 36.9,13.9) = 40.4215
k=40.42.

Forty percent of the smartphone users from 13 to 55+ are at least 40.4 years.

? Exercise 7.3.3.5

Two thousand students took an exam. The scores on the exam have an approximate normal distribution with a mean p = 81
points and standard deviation o = 15 points.

a. Calculate the first- and third-quartile scores for this exam.
b. The middle 50% of the exam scores are between what two values?

Answer

a. Q; = 25" percentile = invNorm(0.25,81,15) = 70.9
Q3 = 75" percentile = invNorm(0.75,81,15) = 91.1
b. The middle 50% of the scores are between 70.9 and 91.1.

v/ Example 7.3.3.6

A citrus farmer who grows mandarin oranges finds that the diameters of mandarin oranges harvested on his farm follow a
normal distribution with a mean diameter of 5.85 cm and a standard deviation of 0.24 cm.

a. Find the probability that a randomly selected mandarin orange from this farm has a diameter larger than 6.0 cm. Sketch the
graph.

b. The middle 20% of mandarin oranges from this farm have diameters between and .

c. Find the 90™ percentile for the diameters of mandarin oranges, and interpret it in a complete sentence.

Answer

a. normalcdf(6,10%, 5.85,0.24) = 0.2660
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Shaded area
represents probability
P (x > 6.0) = 0.2660

5.;35 6.0

Figure 7.3.3.7.
Answer
b.
1-0.20 =0.80
The tails of the graph of the normal distribution each have an area of 0.40.
Find k1, the 40™ percentile, and k2, the 60™ percentile (0.40 + 0.20 = 0.60).
k1 = invNorm(0.40, 5.85,0.24) = 5.79cm
k2 = invNorm(0.60, 5.85,0.24) = 5.91cm
Answer

c. 6.16: Ninety percent of the diameter of the mandarin oranges is at most 6.15 cm.

? Exercise 7.3.3.6

Using the information from Example, answer the following:

a. The middle 45% of mandarin oranges from this farm are between and
b. Find the 16" percentile and interpret it in a complete sentence.

Answer a
The middle area = 0.40, so each tail has an area of 0.30.
—-0.40 =0.60
The tails of the graph of the normal distribution each have an area of 0.30.
Find %1, the 30" percentile and k2, the 70" percentile (0.40 +0.30 = 0.70).
k1 =invNorm(0.30,5.85,0.24) = 5.72m
k2 = invNorm(0.70, 5.85,0.24) = 5.9&m

Answer b

normalcdf(5,10%,5.85,0.24) = 0.9998
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Review

The normal distribution, which is continuous, is the most important of all the probability distributions. Its graph is bell-shaped. This
bell-shaped curve is used in almost all disciplines. Since it is a continuous distribution, the total area under the curve is one. The

parameters of the normal are the mean g and the standard deviation 0. A special normal distribution, called the standard normal
distribution is the distribution of z-scores. Its mean is zero, and its standard deviation is one.

Formula Review

o Normal Distribution: X ~ N (u, o) where y is the mean and o is the standard deviation.
« Standard Normal Distribution: Z ~ N (0, 1).

o Calculator function for probability: normalcdf (lower z value of the area, upper « value of the area, mean, standard deviation)
o Calculator function for the k™ percentile: k = invNorm (area to the left of k, mean, standard deviation)

? Exercise 7.3.3.7

How would you represent the area to the left of one in a probability statement?
X
1
Figure 7.3.3.8.

Answer

Pz <1)
? Exercise 7.3.3.8

Is P(z < 1) equal to P(z < 1)? Why?

Answer

Yes, because they are the same in a continuous distribution: P(z =1) =0
? Exercise 7.3.3.9

How would you represent the area to the left of three in a probability statement?

X
3
Figure 7.3.3.10.

? Exercise 7.3.3.10

What is the area to the right of three?
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3

Figure 7.3.3.11.

Answer

1-P(z < 3) or P(z > 3)

If the area to the left of « in a normal distribution is 0.123, what is the area to the right of x?

If the area to the right of  in a normal distribution is 0.543, what is the area to the left of x?
Answer

1-0.543 =0.457

Use the following information to answer the next four exercises:

X ~ N(54,8)

Find the probability that > 56.

? Exercise 7.3.3.14

Find the probability that z < 30.

Answer

0.0013

Find the 80" percentile.

? Exercise 7.3.3.16

Find the 60" percentile.
Answer

56.03

X ~ N(6,2)

Find the probability that z is between three and nine.
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X~ N(-3,4)
Find the probability that z is between one and four.
Answer

0.1186

? Exercise 7.3.3.19

X ~N(4,5)

Find the maximum of z in the bottom quartile.

? Exercise 7.3.3.20

Use the following information to answer the next three exercise: The life of Sunshine CD players is normally distributed with a
mean of 4.1 years and a standard deviation of 1.3 years. A CD player is guaranteed for three years. We are interested in the
length of time a CD player lasts. Find the probability that a CD player will break down during the guarantee period.

a. Sketch the situation. Label and scale the axes. Shade the region corresponding to the probability.

Figure 7.3.3.12.

Po<z< )= (Use zero for the minimum value of z.)

Answer

a. Check student’s solution.
b. 3, 0.1979
? Exercise 7.3.3.21

Find the probability that a CD player will last between 2.8 and six years.

a. Sketch the situation. Label and scale the axes. Shade the region corresponding to the probability.

Figure 7.3.3.13.
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l P( <z< ) =

? Exercise 7.3.3.22

Find the 70" percentile of the distribution for the time a CD player lasts.

a. Sketch the situation. Label and scale the axes. Shade the region corresponding to the lower 70%.

Figure 7.3.3.14.
Pz <k)= Therefore, k =
Answer

a. Check student’s solution.
b. 0.70, 4.78 years

This page titled 7.3.3: Using the Normal Distribution is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.

e 6.3: Using the Normal Distribution by OpenStax is licensed CC BY 4.0. Original source: https://openstax.org/details/books/introductory-

statistics.
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SECTION OVERVIEW

7.4: The Central Limit Theorem

In this chapter, you will study means and the central limit theorem, which is one of the most powerful and useful ideas in all of
statistics. There are two alternative forms of the theorem, and both alternatives are concerned with drawing finite samples size n
from a population with a known mean, u, and a known standard deviation, o. The first alternative says that if we collect samples of
size n with a "large enough n," calculate each sample's mean, and create a histogram of those means, then the resulting histogram
will tend to have an approximate normal bell shape. The second alternative says that if we again collect samples of size n that are
"large enough," calculate the sum of each sample and create a histogram, then the resulting histogram will again tend to have a
normal bell-shape.

7.4.1: Prelude to the Central Limit Theorem

7.4.2: The Central Limit Theorem for Sums

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

This page titled 7.4: The Central Limit Theorem is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax via
source content that was edited to the style and standards of the LibreTexts platform.
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7.4.1: Prelude to the Central Limit Theorem

4) Learning Objectives

By the end of this chapter, the student should be able to:

e Recognize central limit theorem problems.

¢ Classify continuous word problems by their distributions.
e Apply and interpret the central limit theorem for means.
o Apply and interpret the central limit theorem for sums.

Why are we so concerned with means? Two reasons are: they give us a middle ground for comparison, and they are easy to
calculate. In this chapter, you will study means and the central limit theorem. The central limit theorem (clt for short) is one of
the most powerful and useful ideas in all of statistics. There are two alternative forms of the theorem, and both alternatives are
concerned with drawing finite samples size n from a population with a known mean, y, and a known standard deviation, o. The
first alternative says that if we collect samples of size n with a "large enough n," calculate each sample's mean, and create a
histogram of those means, then the resulting histogram will tend to have an approximate normal bell shape. The second alternative
says that if we again collect samples of size n that are "large enough," calculate the sum of each sample and create a histogram,
then the resulting histogram will again tend to have a normal bell-shape.

In either case, it does not matter what the distribution of the original population is, or whether you even need to know it.
The important fact is that the distribution of sample means and the sums tend to follow the normal distribution.

The size of the sample, n, that is required in order to be "large enough" depends on the original population from which the samples
are drawn (the sample size should be at least 30 or the data should come from a normal distribution). If the original population is
far from normal, then more observations are needed for the sample means or sums to be normal. Sampling is done with
replacement.

Figure 7.4.1.1. If you want to figure out the distribution of the change people carry in their pockets, using the central limit theorem
and assuming your sample is large enough, you will find that the distribution is normal and bell-shaped. (credit: John Lodder)

X COLLABORATIVE CLASSROOM ACTIVITY

Suppose eight of you roll one fair die ten times, seven of you roll two fair dice ten times, nine of you roll five fair dice ten
times, and 11 of you roll ten fair dice ten times.

Each time a person rolls more than one die, he or she calculates the sample mean of the faces showing. For example, one
person might roll five fair dice and get 2, 2, 3, 4, 6 on one roll.

242434446

The mean is = 3.4. The 3.4 is one mean when five fair dice are rolled. This same person would roll the five dice

nine more times and calculate nine more means for a total of ten means.

Your instructor will pass out the dice to several people. Roll your dice ten times. For each roll, record the faces, and find the
mean. Round to the nearest 0.5.
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Your instructor (and possibly you) will produce one graph (it might be a histogram) for one die, one graph for two dice, one
graph for five dice, and one graph for ten dice. Since the "mean" when you roll one die is just the face on the die, what
distribution do these means appear to be representing?

o Draw the graph for the means using two dice. Do the sample means show any kind of pattern?

o Draw the graph for the means using five dice. Do you see any pattern emerging?

o Finally, draw the graph for the means using ten dice. Do you see any pattern to the graph? What can you conclude as
you increase the number of dice?

As the number of dice rolled increases from one to two to five to ten, the following is happening:

1. The mean of the sample means remains approximately the same.
2. The spread of the sample means (the standard deviation of the sample means) gets smaller.
3. The graph appears steeper and thinner.

You have just demonstrated the central limit theorem (clt). The central limit theorem tells you that as you increase the number
of dice, the sample means tend toward a normal distribution (the sampling distribution).

Glossary

Sampling Distribution
Given simple random samples of size n from a given population with a measured characteristic such as mean, proportion, or
standard deviation for each sample, the probability distribution of all the measured characteristics is called a sampling
distribution.

This page titled 7.4.1: Prelude to the Central Limit Theorem is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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7.4.2: The Central Limit Theorem for Sums

Suppose X is a random variable with a distribution that may be known or unknown (it can be any distribution) and suppose:

e L, =the mean of X
e 0, = the standard deviation of X

If you draw random samples of size n, then as n increases, the random variable Y X consisting of sums tends to be normally
distributed and

DX~ N((n)(s2), (V) (02))- (7.4.2.1)

The central limit theorem for sums says that if you keep drawing larger and larger samples and taking their sums, the sums form
their own normal distribution (the sampling distribution), which approaches a normal distribution as the sample size increases. The
normal distribution has a mean equal to the original mean multiplied by the sample size and a standard deviation equal to the
original standard deviation multiplied by the square root of the sample size.

The random variable ) X has the following z-score associated with it:

a. Y x is one sum.
_ 2a—(n)(k)
b2 = S o)
i. (n)(pg)= the mean of > X
ii. (v/n)(o,)= standard deviation of > X

X calculator

To find probabilities for sums on the calculator, follow these steps.
2" DISTR

2: normalcdf
normalcdf (lower value of the area, upper value of the area, (n)(mean), (,/n)(standard deviation))

where:

e mean is the mean of the original distribution
o standard deviation is the standard deviation of the original distribution
e sample size =n

v/ Example 7.4.2.1

An unknown distribution has a mean of 90 and a standard deviation of 15. A sample of size 80 is drawn randomly from the
population.

a. Find the probability that the sum of the 80 values (or the total of the 80 values) is more than 7,500.
b. Find the sum that is 1.5 standard deviations above the mean of the sums.

Answer

Let X = one value from the original unknown population. The probability question asks you to find a probability for the sum
(or total of) 80 values.

3" X = the sum or total of 80 values. Since p, =90, o, = 15, and n =80, 3 X ~ N((80)(90), (+/80)(15))

 mean of the sums = (n)(u,) = (80)(90) = 7,200
o standard deviation of the sums = (y/n)(0;) = (v/80)(15) = (80)(15)
o sum of 80 values =) X = 7,500

a. Find P(3 X > 7,500)
P(¥ X >7,500) = 0.0127
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Shaded area
represents probability
P (3x > 7500)

T X
7200 7500

Figure 7.4.2.1.

normalcdf (lower value, upper value, mean of sums, stdev of sums)
The parameter list is abbreviated (lower, upper, (n)(tz, (/7 (03))
normalcdf (7500,1F99,(80)(90), (v/80)(15)) =0.0127
REMINDER
1E99 = 10%.
Pressthe EE key for E.
b. Find } |  where z=1.5.

Sz = (n) () + (2) (V) (02) = (80)(90) + (1.5)(v/B0)(15) = 7, 401.2

? Exercise 7.4.2.1

An unknown distribution has a mean of 45 and a standard deviation of eight. A sample size of 50 is drawn randomly from the
population. Find the probability that the sum of the 50 values is more than 2,400.

Answer

0.0040

X calculator

To find percentiles for sums on the calculator, follow these steps.

2" DIStR

3:invNorm

k = invNorm(area to the left ofk, (n)(mean), (1/n)(standard deviation))
where:

ek is the k™ percentile

e mean is the mean of the original distribution

e standard deviation is the standard deviation of the original distribution
e sample size =n

v/ Example 7.4.2.2

In a recent study reported Oct. 29, 2012 on the Flurry Blog, the mean age of tablet users is 34 years. Suppose the standard
deviation is 15 years. The sample of size is 50.

a. What are the mean and standard deviation for the sum of the ages of tablet users? What is the distribution?
b. Find the probability that the sum of the ages is between 1,500 and 1,800 years.
c. Find the 80™ percentile for the sum of the 50 ages.

Answer

a. pz —npiy = 1,700 and oy x = \/nox = (v/50)(15) = 106.01
The distribution is normal for sums by the central limit theorem.
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b. P(1500 < 3 X < 1800) = (1, 500, 1,800, (50)(34), (+/50)(15)) = 0.7974
c. Let k = the 80 percentile.
k = (0.80, (50)(34), (v/50)(15)) = 1, 789.3

? Exercise 7.4.2.2

In a recent study reported Oct. 29, 2012 on the Flurry Blog, the mean age of tablet users is 35 years. Suppose the standard
deviation is ten years. The sample size is 39.

a. What are the mean and standard deviation for the sum of the ages of tablet users? What is the distribution?
b. Find the probability that the sum of the ages is between 1,400 and 1,500 years.
c. Find the 90™ percentile for the sum of the 39 ages.

Answer

a. py x =npx =1,365 and oy x = y/no, =62.4

The distribution is normal for sums by the central limit theorem.
b. P(1400 < >y < 1500) = normalcdf(1400, 1500, (39)(35), (v/39)(10)) =0.2723
c. Let k = the 90" percentile.

k = invNorm(0.90, (39)(35), (v/39)(10)) = 1445.0

v/ Example 7.4.2.3

The mean number of minutes for app engagement by a tablet user is 8.2 minutes. Suppose the standard deviation is one minute.
Take a sample of size 70.

a. What are the mean and standard deviation for the sums?
b. Find the 95 percentile for the sum of the sample. Interpret this value in a complete sentence.
c. Find the probability that the sum of the sample is at least ten hours.

Answer

a. py> x =npx = 70(8.2) = 574 minutes and s~ x (1/n)(0) = (v/70)(1) = 8.37 minutes
b. Let k = the 95™ percentile.

k = invNorm(0.95, (70)(8.2), (+/70)(1)) = 587.76minutes

Ninety five percent of the app engagement times are at most 587.76 minutes.

c. ten hours = 600 minutes
P(Z X >600) = normalcdf(600, E99, (70)(8.2), (+/70)(1)) = 0.0009

? Exercise 7.4.2.3

The mean number of minutes for app engagement by a table use is 8.2 minutes. Suppose the standard deviation is one minute.
Take a sample size of 70.

a. What is the probability that the sum of the sample is between seven hours and ten hours? What does this mean in context of
the problem?
b. Find the 84" and 16™ percentiles for the sum of the sample. Interpret these values in context.

Answer

a. 7 hours = 420 minutes
10 hours = 600 minutes
normalcdfP (420 < > X < 600) = normalcdf(420, 600, (70)(8.2), 1/70(1)) = 0.9991
This means that for this sample sums there is a 99.9% chance that the sums of usage minutes will be between 420 minutes
and 600 minutes.
b. invNorm(0.84, (70)(8.2)+/70(1)) = 582.32
invNorm(0.16, (70)(8.2), (+/70(1)) = 565.68
Since 84% of the app engagement times are at most 582.32 minutes and 16% of the app engagement times are at most
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l 565.68 minutes, we may state that 68% of the app engagement times are between 565.68 minutes and 582.32 minutes.

References

1. Farago, Peter. “The Truth About Cats and Dogs: Smartphone vs Tablet Usage Differences.” The Flurry Blog, 2013. Posted
October 29, 2012. Available online at blog.flurry.com (accessed May 17, 2013).

Review

The central limit theorem tells us that for a population with any distribution, the distribution of the sums for the sample means
approaches a normal distribution as the sample size increases. In other words, if the sample size is large enough, the distribution of
the sums can be approximated by a normal distribution even if the original population is not normally distributed. Additionally, if
the original population has a mean of x, and a standard deviation of o, the mean of the sums is nu, and the standard deviation is
(v/n)(o,) where n is the sample size.

Formula Review

o The Central Limit Theorem for Sums: > X N[(n)(¢z, (v/1)(03))]
e Mean for Sums (> X) : (n)(pz)

e The Central Limit Theorem for Sums z-score and standard deviation for sums: z for the sample mean = %
o Standard deviation for Sums (3 X) : (v/n)(o2)

This page titled 7.4.2: The Central Limit Theorem for Sums is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
OpenStax via source content that was edited to the style and standards of the LibreTexts platform.
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7.5: PowerPoints

https://professormo.com/holistic/Powerpoint/ch06.pptx

https://professormo.com/holistic/Powerpoint/ch07.pptx

7.5: PowerPoints is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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SECTION OVERVIEW

8.1: Inference for Numerical Data

Chapter 4 introduced a framework for statistical inference based on con dence intervals and hypotheses. In this chapter, we
encounter several new point estimates and scenarios. In each case, the inference ideas remain the same:

1. Determine which point estimate or test statistic is useful.
2. Identify an appropriate distribution for the point estimate or test statistic.
3. Apply the ideas from Chapter 4 using the distribution from step 2.

Each section in Chapter 5 explores a new situation: the difference of two means (5.1, 5.2); a single mean or difference of means
where we relax the minimum sample size condition (5.3, 5.4); and the comparison of means across multiple groups (5.5). Chapter 6
will introduce scenarios that highlight categorical data.

8.1.1: One-Sample Means with the t Distribution

8.1.2: Paired Data

8.1.3: Difference of Two Means

8.1.4: Power Calculations for a Difference of Means (Special Topic)
8.1.5: Comparing many Means with ANOVA (Special Topic)

8.1.6: Exercises

Contributors

David M Diez (Google/YouTube), Christopher D Barr (Harvard School of Public Health), Mine Cetinkaya-Rundel (Duke
University)

This page titled 8.1: Inference for Numerical Data is shared under a CC BY-SA 3.0 license and was authored, remixed, and/or curated by David
Diez, Christopher Barr, & Mine Cetinkaya-Rundel via source content that was edited to the style and standards of the LibreTexts platform.
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8.1.1: One-Sample Means with the t Distribution

The motivation in Chapter 4 for requiring a large sample was two-fold. First, a large sample ensures that the sampling distribution
of z is nearly normal. We will see in Section 5.3.1 that if the population data are nearly normal, then z is also nearly normal
regardless of the

10The standard error squared represents the variance of the estimate. If X and Y are two random variables with variances o2 and

2

05, then the variance of X - Y is o2+ GZ . Likewise, the variance corresponding to T — T2 is 03%1 —|—0§2 . Because o

just another way of writing SE%1 and SE%Z, the variance associated with ; — o may be written as SE% + S’Eg2

and o2 are
T

sample size. The second motivation for a large sample was that we get a better estimate of the standard error when using a large
sample. The standard error estimate will not generally be accurate for smaller sample sizes, and this motivates the introduction of
the t distribution, which we introduce in Section 5.3.2.

We will see that the t distribution is a helpful substitute for the normal distribution when we model a sample mean Z that comes
from a small sample. While we emphasize the use of the t distribution for small samples, this distribution may also be used for
means from large samples.

The normality condition

We use a special case of the Central Limit Theorem to ensure the distribution of the sample means will be nearly normal, regardless
of sample size, provided the data come from a nearly normal distribution.

Central Limit Theorem for normal data
The sampling distribution of the mean is nearly normal when the sample observations are independent and come from a nearly normal
distribution. This is true for any sample size.

While this seems like a very helpful special case, there is one small problem. It is inherently difficult to verify normality in small
data sets.

Caution: Checking the normality condition
We should exercise caution when verifying the normality condition for small samples. It is important to not only examine the data but
also think about where the data come from. For example, ask: would I expect this distribution to be symmetric, and am I con dent that
outliers are rare?

You may relax the normality condition as the sample size goes up. If the sample size is 10 or more, slight skew is not problematic.
Once the sample size hits about 30, then moderate skew is reasonable. Data with strong skew or outliers require a more cautious
analysis.

Introducing the t distribution

The second reason we previously required a large sample size was so that we could accurately estimate the standard error using the
sample data. In the cases where we will use a small sample to calculate the standard error, it will be useful to rely on a new
distribution for inference calculations: the t distribution. A t distribution, shown as a solid line in Figure 5.10, has a bell shape.
However, its tails are thicker than the normal model's. This means observations are more likely to fall beyond two standard
deviations from the mean than under the normal distribution.!* These extra thick tails are exactly the correction we need to resolve
the problem of a poorly estimated standard error.

The t distribution, always centered at zero, has a single parameter: degrees of freedom. The degrees of freedom (df) describe the
precise form of the bell shaped t distribution.

"The standard deviation of the t distribution is actually a little more than 1. However, it is useful to always think of the t
distribution as having a standard deviation of 1 in all of our applications.

https://stats.libretexts.org/@go/page/28753
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N\ — normal

-2 0 2 4 6 8

Figure 5.11: The larger the degrees of freedom, the more closely the t distribution resembles the standard normal model.

Several t distributions are shown in Figure 5.11. When there are more degrees of freedom, the t distribution looks very much like
the standard normal distribution.

Degrees of freedom (df)
The degrees of freedom describe the shape of the t distribution. The larger the degrees of freedom, the more closely the distribution
approximates the normal model.

When the degrees of freedom is about 30 or more, the t distribution is nearly indistinguishable from the normal distribution. In
Section 5.3.3, we relate degrees of freedom to sample size.

We will nd it very useful to become familiar with the t distribution, because it plays a very similar role to the normal distribution
during inference for small samples of numerical data. We use a t table, partially shown in Table 5.12, in place of the normal
probability table for small sample numerical data. A larger table is presented in Appendix B.2 on page 410.

Each row in the t table represents a t distribution with different degrees of freedom. The columns correspond to tail probabilities.

For instance, if we know we are working with the t distribution with df = 18, we can examine row 18, which is highlighted in

one tail 0.100 0.050 0.025 0.010 0.005
two tails 0.200 0.100 0.050 0.020 0.010

https://stats.libretexts.org/@go/page/28753
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df 1 3.08 6.31 12.71 31.82 63.66
2 1.89 2.92 4.30 6.96 9.92
3 1.64 2.35 3.18 4.54 35.84
17 1.33 1.74 2.11 2.57 2.90
18 1.33 1.73 2.10 2.55 2.88
19 1.33 1.73 2.09 2.54 2.86
20 1.33 1.72 2.09 2.53 2.85
400 1.28 1.65 1.97 2.34 2.59
500 1.28 1.65 1.96 2.33 2.59
00 1.28 1.64 1.96 2.33 2.58

Table 5.12: An abbreviated look at the t table. Each row represents a different t distribution. The columns describe the cutoffs for
specific tail areas. The row with df = 18 has been highlighted.

Figure 5.13: The t-distribution with 18 degrees of freedom. The area below -2.10 has been shaded.

If we want the value in this row that identifies the cutoff for an upper tail of 10%, we can look in the column where one tail is
0.100. This cutoff is 1.33. If we had wanted the cutoff for the lower 10%, we would use -1.33. Just like the normal distribution, all t
distributions are symmetric.

Example 5.15 What proportion of the t distribution with 18 degrees of freedom falls below -2.10?

Just like a normal probability problem, we first draw the picture in Figure 5.13 and shade the area below -2.10. To nd this area, we
identify the appropriate row: df = 18. Then we identify the column containing the absolute value of -2.10; it is the third column.
Because we are looking for just one tail, we examine the top line of the table, which shows that a one tail area for a value in the
third row corresponds to 0.025. About 2.5% of the distribution falls below -2.10. In the next example we encounter a case where
the exact t value is not listed in the table.

T T T T 1 T T T T 1

-4 -2 0 2 4 -4 -2 0 2 4

Figure 5.14: Left: The t distribution with 20 degrees of freedom, with the area above 1.65 shaded. Right: The t distribution with 2
degrees of freedom, with the area further than 3 units from 0 shaded.
Example 5.16 A t distribution with 20 degrees of freedom is shown in the left panel of Figure 5.14. Estimate the proportion of the
distribution falling above 1.65.

We identify the row in the t table using the degrees of freedom: df = 20. Then we look for 1.65; it is not listed. It falls between the
rst and second columns. Since these values bound 1.65, their tail areas will bound the tail area corresponding to 1.65. We identify
the one tail area of the rst and second columns, 0.050 and 0.10, and we conclude that between 5% and 10% of the distribution is
more than 1.65 standard deviations above the mean. If we like, we can identify the precise area using statistical software: 0.0573.

https://stats.libretexts.org/@go/page/28753
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Example 5.17 A t distribution with 2 degrees of freedom is shown in the right panel of Figure 5.14. Estimate the proportion of the
distribution falling more than 3 units from the mean (above or below).

As before, first identify the appropriate row: df = 2. Next, nd the columns that capture 3; because 2:92 < 3 < 4:30, we use the
second and third columns. Finally, we nd bounds for the tail areas by looking at the two tail values: 0.05 and 0.10. We use the two
tail values because we are looking for two (symmetric) tails.

Exercise 5.18 What proportion of the t distribution with 19 degrees of freedom falls above -1.79 units?'?

The t distribution as a solution to the standard error problem

When estimating the mean and standard error from a small sample, the t distribution is a more accurate tool than the normal model.
This is true for both small and large samples.

TIP: When to use the t distribution
Use the t distribution for inference of the sample mean when observations are independent and nearly normal. You may relax the nearly
normal condition as the sample size increases. For example, the data distribution may be moderately skewed when the sample size is at
least 30.

2We find the shaded area above -1.79 (we leave the picture to you). The small left tail is between 0.025 and 0.05, so the larger
upper region must have an area between 0.95 and 0.975.

To proceed with the t distribution for inference about a single mean, we must check two conditions.

Independence of observations. We verify this condition just as we did before. We collect a simple random sample from less than
10% of the population, or if it was an experiment or random process, we carefully check to the best of our abilities that the
observations were independent.

Observations come from a nearly normal distribution. This second condition is difficult to verify with small data sets. We often
(i) take a look at a plot of the data for obvious departures from the normal model, and (ii) consider whether any previous
experiences alert us that the data may not be nearly normal.

When examining a sample mean and estimated standard error from a sample of n independent and nearly normal observations, we
use a t distribution with n - 1 degrees of freedom (df). For example, if the sample size was 19, then we would use the t distribution
with df = 19 - 1 = 18 degrees of freedom and proceed exactly as we did in Chapter 4, except that now we use the t table.

One sample t confidence intervals

Dolphins are at the top of the oceanic food chain, which causes dangerous substances such as mercury to concentrate in their
organs and muscles. This is an important problem for both dolphins and other animals, like humans, who occasionally eat them.
For instance, this is particularly relevant in Japan where school meals have included dolphin at times.

Figure 5.15: A Risso's dolphin. Photo by Mike Baird (http://www.bairdphotos.com/).

https://stats.libretexts.org/@go/page/28753
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Here we identify a con dence interval for the average mercury content in dolphin muscle using a sample of 19 Risso's dolphins
from the Taiji area in Japan.'® The data are summarized in Table 5.16. The minimum and maximum observed values can be used to
evaluate whether or not there are obvious outliers or skew.

13Taiji was featured in the movie The Cove, and it is a signi cant source of dolphin and whale meat in Japan. Thousands of dolphins
pass through the Taiji area annually, and we will assume these 19 dolphins represent a simple random sample from those dolphins.
Data reference: Endo T and Haraguchi K. 2009. High mercury levels in hair samples from residents of Taiji, a Japanese whaling
town. Marine Pollution Bulletin 60(5):743-747.

n T S minimum maximum
19 4.4 2.3 1.7 9.2

Table 5.16: Summary of mercury content in the muscle of 19 Risso's dolphins from the Taiji area. Measurements are in pg/wet g
(micrograms of mercury per wet gram of muscle).

Example 5.19 Are the independence and normality conditions satis ed for this data set?

The observations are a simple random sample and consist of less than 10% of the population, therefore independence is reasonable.
The summary statistics in Table 5.16 do not suggest any skew or outliers; all observations are within 2.5 standard deviations of the
mean. Based on this evidence, the normality assumption seems reasonable.

In the normal model, we used z* and the standard error to determine the width of a con dence interval. We revise the confidence
interval formula slightly when using the t distribution:

Zttxg SE (8.1.1.1)

The sample mean and estimated standard error are computed just as before (x = 4.4 and SE = % =0.528). The value txq; is a

cutoff we obtain based on the con dence level and the t distribution with df degrees of freedom. Before determining this cutoff , we
will first need the degrees of freedom.

Degrees of freedom for a single sample
If the sample has n observations and we are examining a single mean, then we use the t distribution with df = n - 1 degrees of freedom.

In our current example, we should use the t distribution with df = 19 -1 = 18 degrees of freedom. Then identifying t*;g is similar to
how we found z*.

* For a 95% confidence interval, we want to nd the cutoff ¢*;g such that 95% of the t distribution is between —t *1g andt*1g .

» We look in the t table on page 224, nd the column with area totaling 0.05 in the two tails (third column), and then the row with 18
degrees of freedom: ¢ %13 = 2.10.

Generally the value of ¢*,; is slightly larger than what we would get under the normal model with z*.

Finally, we can substitute all our values into the con dence interval equation to create the 95% con dence interval for the average
mercury content in muscles from Risso's dolphins that pass through the Taiji area:

T+t SE —4.4+2.10 x 0.528 — (3.87,4.93) (8.1.1.2)

We are 95% con dent the average mercury content of muscles in Risso's dolphins is between 3.87 and 4.93 pg/wet gram. This is
above the Japanese regulation level of 0.4 pg/wet gram.

Finding a t confidence interval for the mean
Based on a sample of n independent and nearly normal observations, a confidence interval for the population mean is

where T is the sample mean, ¢+, corresponds to the confidence level and degrees of
freedom, and SE is the standard error as estimated by the sample.

Exercise 5.20 The FDA's webpage provides some data on mercury content of sh.14 Based on a sample of 15 croaker white fish
(Pacific), a sample mean and standard deviation were computed as 0.287 and 0.069 ppm (parts per million), respectively. The 15

https://stats.libretexts.org/@go/page/28753



https://libretexts.org/
https://creativecommons.org/licenses/by-sa/3.0/
https://stats.libretexts.org/@go/page/28753?pdf

LibreTexts"

observations ranged from 0.18 to 0.41 ppm. We will assume these observations are independent. Based on the summary statistics of
the data, do you have any objections to the normality condition of the individual observations?'®

Example 5.21 Estimate the standard error of £ = 0.287 ppm using the data summaries in Exercise 5.20. If we are to use the t
distribution to create a 90% confidence interval for the actual mean of the mercury content, identify the degrees of freedom we
should use and also find Zx4;.

The standard error: SE = % =0.0178. Degrees of freedom: df =n -1 = 14.

Looking in the column where two tails is 0.100 (for a 90% confidence interval) and row df = 14, we identify ¢ x14 = 1.76.

Exercise 5.22 Using the results of Exercise 5.20 and Example 5.21, compute a 90% confidence interval for the average mercury
content of croaker white fish (Pacific).16

One sample t tests

An SAT preparation company claims that its students' scores improve by over 100 points on average after their course. A consumer
group would like to evaluate this claim, and they collect data on a random sample of 30 students who took the class. Each of these
students took the SAT before and after taking the company's course, and so we have a difference in scores for each student. We will
examine these differences £1 =57,z =133, ...,230 = 140 as a sample to evaluate the company's claim. (This is paired data, so
we analyze the score differences; for a review of the ideas of paired data, see Section 5.1.) The distribution of the differences,
shown in Figure 5.17, has mean 135.9 and standard deviation 82.2. Do these data provide convincing evidence to back up the
company's claim?

Exercise 5.23 Set up hypotheses to evaluate the company's claim. Use pugq;¢s to represent the true average difference in student

SCOI‘ES.17

14yww.fda.gov/Food/FoodSafety/P...bornePathogens
contaminants/Methylmercury/ucm115644.htm

I5There are no obvious outliers; all observations are within 2 standard deviations of the mean. If there is skew, it is not evident.
There are no red ags for the normal model based on this (limited) information, and we do not have reason to believe the mercury
content is not nearly normal in this type of fish.

6%+t %14 SE —0.28741.76 x 0.0178 — (0.256,0.318). We are 90% confident that the average mercury content of croaker
white sh (Pacific) is between 0.256 and 0.318 ppm.

This is a one-sided test. Hy: student scores do not improve by more than 100 after taking the company's course. paipys =100 (we
always write the null hypothesis with an equality). Ha: students scores improve by more than 100 points on average after taking the
company's course. pig;rs > 100.

Exercise 5.24 Are the conditions to use the t distribution method satisfied?'8

Just as we did for the normal case, we standardize the sample mean using the Z score to identify the test statistic. However, we will
write T instead of Z, because we have a small sample and are basing our inference on the t distribution:

T —nullvalue 135.9 —-100
T= B = 23 =2.39 (8.1.1.4)
V30

If the null hypothesis was true, the test statistic T would follow a t distribution with df = n - 1 = 29 degrees of freedom. We can
draw a picture of this distribution and mark the observed T, as in Figure 5.18. The shaded right tail represents the p-value: the
probability of observing such strong evidence in favor of the SAT company's claim, if the average student improvement is really
only 100.

18This is a random sample from less than 10% of the company's students (assuming they have more than 300 former students), so
the independence condition is reasonable. The normality condition also seems reasonable based on Figure 5.17. We can use the t
distribution method. Note that we could use the normal distribution. However, since the sample size (n = 30) just meets the
threshold for reasonably estimating the standard error, it is advisable to use the t distribution.

Exercise 5.25 Use the t table in Appendix B.2 on page 410 to identify the p-value. What do you conclude?'®
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Exercise 5.26 Because we rejected the null hypothesis, does this mean that taking the company's class improves student scores by
more than 100 points on average?20

This page titled 8.1.1: One-Sample Means with the t Distribution is shared under a CC BY-SA 3.0 license and was authored, remixed, and/or
curated by David Diez, Christopher Barr, & Mine Cetinkaya-Rundel via source content that was edited to the style and standards of the
LibreTexts platform.

¢ 5.1: One-Sample Means with the t Distribution by David Diez, Christopher Barr, & Mine Cetinkaya-Rundel is licensed CC BY-SA 3.0.
Original source: https://www.openintro.org/book/os.
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8.1.2: Paired Data

Are textbooks actually cheaper online? Here we compare the price of textbooks at UCLA's bookstore and prices at Amazon.com.
Seventy-three UCLA courses were randomly sampled in Spring 2010, representing less than 10% of all UCLA courses (when a
class had multiple books, only the most expensive text was considered). A portion of this data set is shown in Table 8.1.2.1

Table 8.1.2.1: Six cases of the textbooks data set.

dept course ucla amazon diff
1 Am Ind C170 27.67 27.95 -0.28
2 Anthro 9 40.59 31.14 9.45
3 Anthro 135T 31.68 32.00 -0.32
4 Anthro 191HB 16.00 11.52 4.48
72 Wom Std M144 23.76 18.72 5.04
73 Wom Std 285 27.70 18.22 9.48

Paired Observations and Samples

Each textbook has two corresponding prices in the data set: one for the UCLA bookstore and one for Amazon. Therefore, each
textbook price from the UCLA bookstore has a natural correspondence with a textbook price from Amazon. When two sets of
observations have this special correspondence, they are said to be paired.

Paired data

Two sets of observations are paired if each observation in one set has a special correspondence or connection with exactly one
observation in the other data set.

To analyze paired data, it is often useful to look at the difference in outcomes of each pair of observations. In the textbook data set,
we look at the difference in prices, which is represented as the diff variable in the textbooks data. Here the differences are taken as
UCLA price— Amazon price (8.1.2.1)

for each book. It is important that we always subtract using a consistent order; here Amazon prices are always subtracted from
UCLA prices. A histogram of these differences is shown in Figure 8.1.2.1 Using differences between paired observations is a
common and useful way to analyze paired data.

30 1

N
o

Frequency

—_
o
L

=20 0 20 40 60 80
UCLA price — Amazon price (USD)

Figure 8.1.2.1: Histogram of the difference in price for each book sampled. These data are strongly skewed.
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The first difference shown in Table 8.1.2.1is computed as 27.67 - 27.95 = -0.28. Verify the differences are calculated correctly
for observations 2 and 3.
Solution

e Observation 2: 40.59 - 31.14 = 9.45.
e Observation 3: 31.68 - 32.00 = -0.32.

Inference for Paired Data
To analyze a paired data set, we use the exact same tools that we developed in Chapter 4. Now we apply them to the differences in
the paired observations.
Table 8.1.2.1: Summary statistics for the price differences. There were 73 books, so there are 73 differences.
ndiff Tdiff sdiff

73 12.76 14.26

Example 8.1.2.1: UCLA vs. Amazon

Set up and implement a hypothesis test to determine whether, on average, there is a difference between Amazon's price for a
book and the UCLA bookstore's price.

Solution

There are two scenarios: there is no difference or there is some difference in average prices. The no difference scenario is
always the null hypothesis:

e Ho: pgify = 0. There is no difference in the average textbook price.
o Ha: pairr 7 0. There is a difference in average prices.

Can the normal model be used to describe the sampling distribution of Z4;;;? We must check that the differences meet the
conditions established in Chapter 4. The observations are based on a simple random sample from less than 10% of all books
sold at the bookstore, so independence is reasonable; there are more than 30 differences; and the distribution of differences,
shown in Figure 8.1.2.1 is strongly skewed, but this amount of skew is reasonable for this sized data set (n = 73). Because all
three conditions are reasonably satisfied, we can conclude the sampling distribution of Z 4, nearly normal and our estimate of
the standard error will be reasonable.

We compute the standard error associated with Zg; ¢ using the standard deviation of the differences (sg;ry = 14.26) and the
number of differences (ng;sy = 73):

Sdi 14.2
SEidiff = a2t = _6 =1.67 (8122)
\/Tdif f V73

To visualize the p-value, the sampling distribution of Zg;¢is drawn as though Hy is true, which is shown in Figure 8.1.2.1 The
p-value is represented by the two (very) small tails.

left tail right tail

| }

T
wo — 0 idiﬂ = 12?6

Figure 8.1.2.2: Sampling distribution for the mean difference in book prices, if the true average difference is zero.

To find the tail areas, we compute the test statistic, which is the Z score of Z4;¢¢ under the null condition that the actual mean
difference is 0:
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Zaisf—0 12,76 —0
Z = = =T. 1.2,
SE;,,, 1.67 759 (8 3)

This Z score is so large it is not even in the table, which ensures the single tail area will be 0.0002 or smaller. Since the p-value
corresponds to both tails in this case and the normal distribution is symmetric, the p-value can be estimated as twice the one-
tail area:

p-value = 2 X (one tail area) ~ 2 x 0.0002 = 0.0004 (8.1.2.4)

Because the p-value is less than 0.05, we reject the null hypothesis. We have found convincing evidence that Amazon is, on
average, cheaper than the UCLA bookstore for UCLA course textbooks.

Exercise 8.1.2.1

Create a 95% confidence interval for the average price difference between books at the UCLA bookstore and books on
Amazon.

Solution

Conditions have already verified and the standard error computed in Example 8.1.2.1 To find the interval, identify z* (1.96 for
95% confidence) and plug it, the point estimate, and the standard error into the confidence interval formula:

point estimate +2*SE — 12.76 +1.96 x 1.67 — (9.49,16.03) (8.1.2.5)

We are 95% confident that Amazon is, on average, between $9.49 and $16.03 cheaper than the UCLA bookstore for UCLA
course books.

This page titled 8.1.2: Paired Data is shared under a CC BY-SA 3.0 license and was authored, remixed, and/or curated by David Diez, Christopher
Barr, & Mine Cetinkaya-Rundel via source content that was edited to the style and standards of the LibreTexts platform.
e 5.2: Paired Data by David Diez, Christopher Barr, & Mine Cetinkaya-Rundel is licensed CC BY-SA 3.0. Original source:
https://www.openintro.org/book/os.
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8.1.3: Difference of Two Means

In this section we consider a difference in two population means, @1 — 2 , under the condition that the data are not paired. The
methods are similar in theory but different in the details. Just as with a single sample, we identify conditions to ensure a point
estimate of the difference ;1 — x5 is nearly normal. Next we introduce a formula for the standard error, which allows us to apply
our general tools from Section 4.5.

We apply these methods to two examples: participants in the 2012 Cherry Blossom Run and newborn infants. This section is
motivated by questions like "Is there convincing evidence that newborns from mothers who smoke have a different average birth
weight than newborns from mothers who don't smoke?"

Point Estimates and Standard Errors for Differences of Means

We would like to estimate the average difference in run times for men and women using the run10Samp data set, which was a
simple random sample of 45 men and 55 women from all runners in the 2012 Cherry Blossom Run. Table 8.1.3.2presents relevant
summary statistics, and box plots of each sample are shown in Figure 5.6.

Table 8.1.3.2: Summary statistics for the run time of 100 participants in the 2009 Cherry Blossom Run.

men women
z 87.65 102.13
s 12.5 15.2
n 45 55

The two samples are independent of one-another, so the data are not paired. Instead a point estimate of the difference in average 10
mile times for men and women, ft,, — l,, , can be found using the two sample means:

Zy —Tm =102.13 —87.65 =14.48 (8.1.3.1)

25
20+
154

Frequency

10+

0_

60 80 100 120 140

Time (minutes)

Figure 8.1.3.1: A histogram of time for the sample Cherry Blossom Race data.

Because we are examining two simple random samples from less than 10% of the population, each sample contains at least 30
observations, and neither distribution is strongly skewed, we can safely conclude the sampling distribution of each sample mean is
nearly normal. Finally, because each sample is independent of the other (e.g. the data are not paired), we can conclude that the
difference in sample means can be modeled using a normal distribution. (Probability theory guarantees that the difference of two
independent normal random variables is also normal. Because each sample mean is nearly normal and observations in the samples
are independent, we are assured the difference is also nearly normal.)

Conditions for normality of ; — &,

If the sample means, ; and x5, each meet the criteria for having nearly normal sampling distributions and the observations in
the two samples are independent, then the difference in sample means, £; — z2 , will have a sampling distribution that is nearly
normal.
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We can quantify the variability in the point estimate, Z,, — Z.,, , using the following formula for its standard error:

2 2
SEs, s, =4 22 470 (8.1.3.2)
Ty Nm

We usually estimate this standard error using standard deviation estimates based on the samples:

e
Ny Mm

[15.22  12.5

?-F 15 (8.1.3.4)

=2.77 (8.1.3.5)

(8.1.3.3)

SEiw T

Because each sample has at least 30 observations (n,, =55 and n,, = 45), this substitution using the sample standard deviation
tends to be very good.

Distribution of a difference of sample means

The sample difference of two means, ; — Z5 , is nearly normal with mean p; — p2 and estimated standard error

51,5
SEil—iz = n_1 —I—n—2 (8136)

when each sample mean is nearly normal and all observations are independent.

Confidence Interval for the Difference

When the data indicate that the point estimate Z; —Z» comes from a nearly normal distribution, we can construct a confidence
interval for the difference in two means from the framework built in Chapter 4. Here a point estimate, Z,, — Z,, = 14.48, is
associated with a normal model with standard error SE = 2.77. Using this information, the general confidence interval formula may
be applied in an attempt to capture the true difference in means, in this case using a 95% confidence level:

point estimate + 2*SE — 14.48 +1.96 x 2.77 = (9.05,19.91) (8.1.3.7)

Based on the samples, we are 95% confident that men ran, on average, between 9.05 and 19.91 minutes faster than women in the
2012 Cherry Blossom Run.

Exercise 8.1.3.1

What does 95% confidence mean?
Solution

If we were to collected many such samples and create 95% confidence intervals for each, then about 95% of these intervals
would contain the population difference, ti,, — for, -

Exercise 8.1.3.2

We may be interested in a different confidence level. Construct the 99% confidence interval for the population difference in
average run times based on the sample data.

Solution

The only thing that changes is z*: we use z* = 2:58 for a 99% confidence level. (If the selection of z* is confusing, see Section
4.2.4 for an explanation.) The 99% confidence interval:

14.48 £2.58 x 2.77 — (7.33,21.63). (8.1.3.8)
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| We are 99% confident that the true difference in the average run times between men and women is between 7.33 and 21.63
minutes.

Hypothesis tests Based on a Difference in Means

A data set called baby smoke represents a random sample of 150 cases of mothers and their newborns in North Carolina over a
year. Four cases from this data set are represented in Table 8.1.3.2 We are particularly interested in two variables: weight and
smoke. The weight variable represents the weights of the newborns and the smoke variable describes which mothers smoked
during pregnancy. We would like to know if there is convincing evidence that newborns from mothers who smoke have a different
average birth weight than newborns from mothers who don't smoke? We will use the North Carolina sample to try to answer this
question. The smoking group includes 50 cases and the nonsmoking group contains 100 cases, represented in Figure 8.1.3.2

Table 8.1.3.2: Four cases from the baby smoke data set. The value "NA", shown for the first two entries of the first variable, indicates that piece
of data is missing.

fAge mAge weeks weight sexBaby smoke
1 NA 13 37 5.00 female nonsmoker
2 NA 14 36 5.88 female nonsmoker
3 19 15 41 8.13 male smoker
150 45 50 36 9.25 female nonsmoker

I ! ! I I 1
0 2 4 6 8 10
Newborn weights (Ibs) from mothers who smoked

! ! ! T T 1
0 2 4 6 8 10
Newborn weights (lbs) from mothers who did not smoke

Figure 8.1.3.2: The top panel represents birth weights for infants whose mothers smoked. The bottom panel represents the birth
weights for infants whose mothers who did not smoke. Both distributions exhibit strong skew.

Example 8.1.3.1

Set up appropriate hypotheses to evaluate whether there is a relationship between a mother smoking and average birth weight.
Solution
The null hypothesis represents the case of no difference between the groups.

o Hy: There is no difference in average birth weight for newborns from mothers who did and did not smoke. In statistical
notation: u, — s = 0, where u,, represents non-smoking mothers and ps represents mothers who smoked.
e Hp: There is some difference in average newborn weights from mothers who did and did not smoke (g, — ps # 0 ).

Summary statistics are shown for each sample in Table 8.1.3.3 Because the data come from a simple random sample and
consist of less than 10% of all such cases, the observations are independent. Additionally, each group's sample size is at least
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30 and the skew in each sample distribution is strong (Figure 8.1.3.2). However, this skew is reasonable for these sample sizes
of 50 and 100. Therefore, each sample mean is associated with a nearly normal distribution.

Table 8.1.3.3: Summary statistics for the baby smoke data set.

smoker nonsmoker
mean 6.78 7.18
st. dev. 1.43 1.60
samp. size 50 100

Exercise 8.1.3.3

a. What is the point estimate of the population difference, t,, — s ?
b. Can we use a normal distribution to model this difference?
c. Compute the standard error of the point estimate from part (a)

Solution

(a) The difference in sample means is an appropriate point estimate: z,, —zs; = 0.40.

(b) Because the samples are independent and each sample mean is nearly normal, their difference is also nearly normal.
(c) The standard error of the estimate can be estimated using Equation 8.1.3.6G

2 2 2 2 2
o, Oj sn S5 1.60° 1.43
SE— |t 4=, 22 _ [ =0.26 8.1.3.9
\/ + \/nn o 100 50 ( )

The standard error estimate should be sufficiently accurate since the conditions were reasonably satisfied.

Example 8.1.3.2

If the null hypothesis from Exercise 5.8 was true, what would be the expected value of the point estimate? And the standard
deviation associated with this estimate? Draw a picture to represent the p-value.

Solution

If the null hypothesis was true, then we expect to see a difference near 0. The standard error corresponds to the standard
deviation of the point estimate: 0.26. To depict the p-value, we draw the distribution of the point estimate as though Hy was
true and shade areas representing at least as much evidence against Hy as what was observed. Both tails are shaded because it
is a two-sided test.

Example 8.1.3.3

Compute the p-value of the hypothesis test using the figure in Example 5.9, and evaluate the hypotheses using a signi cance
level of « = 0.05.

Solution
Since the point estimate is nearly normal, we can nd the upper tail using the Z score and normal probability table:

.40 —
Z= % =1.54 — upper tail =1 —-0.938 = 0.062 (8.1.3.10)

Because this is a two-sided test and we want the area of both tails, we double this single tail to get the p-value: 0.124. This p-
value is larger than the signi cance value, 0.05, so we fail to reject the null hypothesis. There is insufficient evidence to say
there is a difference in average birth weight of newborns from North Carolina mothers who did smoke during pregnancy and
newborns from North Carolina mothers who did not smoke during pregnancy.
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Exercise 8.1.3.4

Does the conclusion to Example 5.10 mean that smoking and average birth weight are unrelated?
Solution

Absolutely not. It is possible that there is some difference but we did not detect it. If this is the case, we made a Type 2 Error.

Exercise 8.1.3.5

If we made a Type 2 Error and there is a difference, what could we have done differently in data collection to be more likely to
detect such a difference?

Solution

We could have collected more data. If the sample sizes are larger, we tend to have a better shot at finding a difference if one
exists.

Summary for inference of the difference of two means

When considering the difference of two means, there are two common cases: the two samples are paired or they are independent.
(There are instances where the data are neither paired nor independent.) The paired case was treated in Section 5.1, where the one-
sample methods were applied to the differences from the paired observations. We examined the second and more complex scenario
in this section.

When applying the normal model to the point estimate Z; —Zs (corresponding to unpaired data), it is important to verify
conditions before applying the inference framework using the normal model. First, each sample mean must meet the conditions for
normality; these conditions are described in Chapter 4 on page 168. Secondly, the samples must be collected independently (e.g.
not paired data). When these conditions are satisfied, the general inference tools of Chapter 4 may be applied.

For example, a confidence interval may take the following form:
point estimate + z* SE (8.1.3.11)

When we compute the confidence interval for p; — s, the point estimate is the difference in sample means, the value z*
corresponds to the confidence level, and the standard error is computed from Equation 8.1.3.6 While the point estimate and
standard error formulas change a little, the framework for a confidence interval stays the same. This is also true in hypothesis tests
for differences of means.

In a hypothesis test, we apply the standard framework and use the specific formulas for the point estimate and standard error of a
difference in two means. The test statistic represented by the Z score may be computed as

P point estimate - null value
N SE

When assessing the difference in two means, the point estimate takes the form z; — 5 , and the standard error again takes the form
of Equation 8.1.3.6 Finally, the null value is the difference in sample means under the null hypothesis. Just as in Chapter 4, the test
statistic Z is used to identify the p-value.

(8.1.3.12)

Examining the Standard Error Formula

The formula for the standard error of the difference in two means is similar to the formula for other standard errors. Recall that the
standard error of a single mean, Z;, can be approximated by
S1
SE; = 8.1.3.13
= (8.13.13)

where s; and n; represent the sample standard deviation and sample size.

The standard error of the difference of two sample means can be constructed from the standard errors of the separate sample
means:
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SEz _z, = , /SE%1 —|—SE§2 = (8.1.3.14)
This special relationship follows from probability theory.
Exercise 8.1.3.6
Prerequisite: Section 2.4. We can rewrite Equation 8.1.3.14in a different way:
SE2 _ =SE? —I—SEI? (8.1.3.15)
T1—T2 1 arr

Explain where this formula comes from using the ideas of probability theory.'°

This page titled 8.1.3: Difference of Two Means is shared under a CC BY-SA 3.0 license and was authored, remixed, and/or curated by David
Diez, Christopher Barr, & Mine Cetinkaya-Rundel via source content that was edited to the style and standards of the LibreTexts platform.

« 5.3: Difference of Two Means by David Diez, Christopher Barr, & Mine Cetinkaya-Rundel is licensed CC BY-SA 3.0. Original source:
https://www.openintro.org/book/os.
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8.1.4: Power Calculations for a Difference of Means (Special Topic)

It is also useful to be able to compare two means for small samples. For instance, a teacher might like to test the notion that two
versions of an exam were equally difficult. She could do so by randomly assigning each version to students. If she found that the
average scores on the exams were so different that we cannot write it off as chance, then she may want to award extra points to
students who took the more difficult exam.

In a medical context, we might investigate whether embryonic stem cells can improve heart pumping capacity in individuals who
have suffered a heart attack. We could look for evidence of greater heart health in the stem cell group against a control group.

In this section we use the t distribution for the difference in sample means. We will again drop the minimum sample size condition
and instead impose a strong condition on the distribution of the data.

Sampling Distributions for the Difference in two Means

In the example of two exam versions, the teacher would like to evaluate whether there is convincing evidence that the difference in
average scores between the two exams is not due to chance.

It will be useful to extend the t distribution method from Section 5.3 to apply to a difference of means:
1 —To (8141)
as a point estimate for

M1 — K2 (8142)

Our procedure for checking conditions mirrors what we did for large samples in Section 5.2. First, we verify the small sample
conditions (independence and nearly normal data) for each sample separately, then we verify that the samples are also independent.
For instance, if the teacher believes students in her class are independent, the exam scores are nearly normal, and the students
taking each version of the exam were independent, then we can use the t distribution for inference on the point estimate £; — s .

The formula for the standard error of Z; — Z5 ., introduced in Section 5.2, also applies to small samples:

(a2 2 si8
SEz; 3, = SEil +SE52 = n—l + n—2 (5.27)

We use the row with 29 degrees of freedom. The value T = 2.39 falls between the third and fourth columns. Because we are
looking for a single tail, this corresponds to a p-value between 0.01 and 0.025. The p-value is guaranteed to be less than 0.05 (the
default signi cance level), so we reject the null hypothesis. The data provide convincing evidence to support the company's claim
that student scores improve by more than 100 points following the class.

20This is an observational study, so we cannot make this causal conclusion. For instance, maybe SAT test takers tend to improve
their score over time even if they don't take a special SAT class, or perhaps only the most motivated students take such SAT
courses.

Because we will use the t distribution, we will need to identify the appropriate degrees of freedom. This can be done using
computer software. An alternative technique is to use the smaller of n; —1 and ny — 1, which is the method we will apply in the
examples and exercises.?!

Using the t distribution for a difference in means

The t distribution can be used for inference when working with the standardized difference of two means if (1) each sample
meets the conditions for using the t distribution and (2) the samples are independent. We estimate the standard error of the
difference of two means using Equation 777 .

Two Sample t test

Summary statistics for each exam version are shown in Table 5.19. The teacher would like to evaluate whether this difference is so
large that it provides convincing evidence that Version B was more difficult (on average) than Version A.

Table 5.19: Summary statistics of scores for each exam version.
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Version n T S min max
A 30 79.4 14 45 100
B 27 74.1 20 32 100

Exercise 8.1.4.1

Construct a two-sided hypothesis test to evaluate whether the observed difference in sample means, Z4, —Zp = 5.3 , might be
due to chance.

Solution

Because the teacher did not expect one exam to be more difficult prior to examining the test results, she should use a two-sided
hypothesis test. Hy: the exams are equally difficult, on average. ug —pp =0 . HA: one exam was more difficult than the
other, on average. ug —ug #0 .

Exercise 8.1.4.1

To evaluate the hypotheses in Exercise 5.28 using the t distribution, we must first verify assumptions.

a. Does it seem reasonable that the scores are independent within each group?
b. What about the normality condition for each group?
c. Do you think scores from the two groups would be independent of each other (i.e. the two samples are independent)??3

Solution
(a) It is probably reasonable to conclude the scores are independent.

(b) The summary statistics suggest the data are roughly symmetric about the mean, and it doesn't seem unreasonable to suggest
the data might be normal. Note that since these samples are each nearing 30, moderate skew in the data would be acceptable.

(c) It seems reasonable to suppose that the samples are independent since the exams were handed out randomly.

After verifying the conditions for each sample and confirming the samples are independent of each other, we are ready to conduct
the test using the t distribution. In this case, we are estimating the true difference in average test scores using the sample data, so
the point estimate is 4 —Zp = 5.3 . The standard error of the estimate can be calculated using Equation 777 :

52 §2 142 202
SE=, A4+ — = 12 —462 8.1.4.3
\/nA ng 30 27 ( )

IThis technique for degrees of freedom is conservative with respect to a Type 1 Error; it is more difficult to reject the null
hypothesis using this df method.

Figure 5.20: The t distribution with 26 degrees of freedom. The shaded right tail represents values with T > 1.15. Because it is a
two-sided test, we also shade the corresponding lower tail.

Finally, we construct the test statistic:

_ point estimate - null value _ (79.4—74.1)—-0 —1.15 (8.1.4.4)

T SE 4.62
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If we have a computer handy, we can identify the degrees of freedom as 45.97. Otherwise we use the smaller of n; —landngs — 1 :
df = 26.

Exercise 8.1.4.1

Exercise 5.30 Identify the p-value, shown in Figure 5.20. Use df = 26.
Solution

We examine row df = 26 in the t table. Because this value is smaller than the value in the left column, the p-value is larger than
0.200 (two tails!). Because the p-value is so large, we do not reject the null hypothesis. That is, the data do not convincingly
show that one exam version is more difficult than the other, and the teacher should not be convinced that she should add points
to the Version B exam scores.

In Exercise 5.30, we could have used df = 45.97. However, this value is not listed in the table. In such cases, we use the next lower
degrees of freedom (unless the computer also provides the p-value). For example, we could have used df = 45 but not df = 46.

Exercise 8.1.4.1

Do embryonic stem cells (ESCs) help improve heart function following a heart attack? Table 5.21 contains summary statistics
for an experiment to test ESCs in sheep that had a heart attack. Each of these sheep was randomly assigned to the ESC or
control group, and the change in their hearts' pumping capacity was measured. A positive value generally corresponds to
increased pumping capacity, which suggests a stronger recovery.

a. Set up hypotheses that will be used to test whether there is convincing evidence that ESCs actually increase the amount of
blood the heart pumps.

b. Check conditions for using the t distribution for inference with the point estimate £; — Zo . To assist in this assessment, the
data are presented in Figure 5.22.%°

Solution
(a) We first setup the hypotheses:

o Hj: The stem cells do not improve heart pumping function. ptese — teontrot =0 -
e Hj: The stem cells do improve heart pumping function. ftesc — teontror > 0 -

(b) Because the sheep were randomly assigned their treatment and, presumably, were kept separate from one another, the
independence assumption is reasonable for each sample as well as for between samples. The data are very limited, so we can
only check for obvious outliers in the raw data in Figure 5.22. Since the distributions are (very) roughly symmetric, we will
assume the normality condition is acceptable. Because the conditions are satisfied, we can apply the t distribution.
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Figure 5.22: Histograms for both the embryonic stem cell group and the control group. Higher values are associated with
greater improvement. We don't see any evidence of skew in these data; however, it is worth noting that skew would be difficult
to detect with such a small sample.

Table 5.21: Summary statistics of scores, split by exam version.

n T S
ESCs 9 3.50 5.17
control 9 -4.33 2.76

Figure 5.23: Distribution of the sample difference of the test statistic if the null hypothesis was true. The shaded area, hardly visible

in the right tail, represents the p-value.
Example 8.1.4.1

Use the data from Table 5.21 and df = 8 to evaluate the hypotheses for the ESC experiment described in Exercise 5.31.
Solution

First, we compute the sample difference and the standard error for that point estimate:

Tesc — Zeontrol = 7.88 (8145)
517  2.76°
9 + 9
SE=—2 9 195 (8.1.4.6)

The p-value is depicted as the shaded slim right tail in Figure 5.23, and the test statistic is computed as follows:

_ 7.88-0
T 1.95

We use the smaller of n; —1 and no — 1 (each are the same) for the degrees of freedom: df = 8. Finally, we look for T = 4.03
in the t table; it falls to the right of the last column, so the p-value is smaller than 0.005 (one tail!). Because the p-value is less
than 0.005 and therefore also smaller than 0.05, we reject the null hypothesis. The data provide convincing evidence that
embryonic stem cells improve the heart's pumping function in sheep that have suffered a heart attack.

=4.03 (8.1.4.7)

Two sample t confidence interval

The results from the previous section provided evidence that ESCs actually help improve the pumping function of the heart. But
how large is this improvement? To answer this question, we can use a confidence interval.
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In Exercise 5.31, you found that the point estimate, Zcse — Zeontror = 7-88 , has a standard error of 1.95. Using df = 8, create a
99% confidence interval for the improvement due to ESCs.

Solution

We know the point estimate, 7.88, and the standard error, 1.95. We also veri ed the conditions for using the t distribution in
Exercise 5.31. Thus, we only need identify txg to create a 99% con dence interval: ¢ g = 3.36. The 99% con dence interval
for the improvement from ESCs is given by

point estimate +-¢ g SE — 7.88 £3.36 x 1.95 — (1.33,14.43) (8.1.4.8)

That is, we are 99% con dent that the true improvement in heart pumping function is somewhere between 1.33% and 14.43%.

Pooled Standard Deviation Estimate (special topic)

Occasionally, two populations will have standard deviations that are so similar that they can be treated as identical. For example,
historical data or a well-understood biological mechanism may justify this strong assumption. In such cases, we can make our t
distribution approach slightly more precis