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8.2: Software Solution

Model Development and Selection

There are many different reasons for creating a multiple linear regression model and its purpose directly influences how the model
is created. Listed below are several of the more commons uses for a regression model:

1. Describing the behavior of your response variable

2. Predicting a response or estimating the average response
3. Estimating the parameters (30, 1, B2, ...)

4. Developing an accurate model of the process

Depending on your objective for creating a regression model, your methodology may vary when it comes to variable selection,
retention, and elimination.

When the object is simple description of your response variable, you are typically less concerned about eliminating non-significant
variables. The best representation of the response variable, in terms of minimal residual sums of squares, is the full model, which
includes all predictor variables available from the data set. It is less important that the variables are causally related or that the
model is realistic.

A common reason for creating a regression model is for prediction and estimating. A researcher wants to be able to define events
within the x-space of data that were collected for this model, and it is assumed that the system will continue to function as it did
when the data were collected. Any measurable predictor variables that contain information on the response variable should be
included. For this reason, non-significant variables may be retained in the model. However, regression equations with fewer
variables are easier to use and have an economic advantage in terms of data collection. Additionally, there is a greater confidence
attached to models that contain only significant variables.

If the objective is to estimate the model parameters, you will be more cautious when considering variable elimination. You want to
avoid introducing a bias by removing a variable that has predictive information about the response. However, there is a statistical
advantage in terms of reduced variance of the parameter estimates if variables truly unrelated to the response variable are removed.

Building a realistic model of the process you are studying is often a primary goal of much research. It is important to identify the
variables that are linked to the response through some causal relationship. While you can identify which variables have a strong
correlation with the response, this only serves as an indicator of which variables require further study. The principal objective is to
develop a model whose functional form realistically reflects the behavior of a system.

The following figure is a strategy for building a regression model.
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Figure 8.2.1. Strategy for building a regression model.
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The output and plots are given in the previous example.
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SUNMMARY OUTPUT

Regression Statistics
Multiple R 0.977388
R Sguare = 0.955267
Adjusted F 0949697
Standard E 3.177363

Observatio 28
ANOWA

df S50 Ms r ghificance F
Regressior 3 5176.562 1725521 1709175 252E-16
Residual 24 24229572 10.09563
Total 27 5418.857

Coefficient2andard Err t Stat P-value Lower 95% Upper 95%.ower 95.0%pper 95.0%
Intercept = -19.3858 4.163321 -4.66753 967E-05 -J7.9578 -10.8137 -27.9578 -10.8137
X Variable 0591004 0.042938 13.76471 B.95E-13 0502388 0.67962 04502388 0.67962
A Variable 04689441 0052453 9331096 1.67E-09 03681184 D5576568 0.3811684 05576506
X Variable 0089988 0.112616 0799059 0432094 -0.14244 032242 -0.14244 0.32242
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This page titled 8.2: Software Solution is shared under a CC BY-NC-SA 3.0 license and was authored, remixed, and/or curated by Diane Kiernan
(OpenSUNY) via source content that was edited to the style and standards of the LibreTexts platform.
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