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4.1: Inferences about Two Means with Independent Samples (Assuming Unequal
Variances)
Up to this point, we have discussed inferences regarding a single population parameter (e.g., μ, p, ). We have used sample data to
construct confidence intervals to estimate the population mean or proportion and to test hypotheses about the population mean and
proportion. In both of these chapters, all the examples involved the use of one sample to form an inference about one population.
Frequently, we need to compare two sets of data, and make inferences about two populations. This chapter deals with inferences
about two means, proportions, or variances. For example:

You are studying turkey habitat and want to see if the mean number of brood hens is different in New York compared to
Pennsylvania.
You want to determine if the treatment used in Skaneateles Lake has reduced the number of milfoil plants over the last three
years.
Is the proportion of people who support alternative energy in California greater compared to New York?
Is the variability in application different between two mist blowers?

These questions can be answered by comparing the differences of:

Mean number of hens in NY to the mean number of hens in PA.
Number of plants in 2007 to the number of plants in 2010.
Proportion of people in CA to the proportion of people in NY.
Variances between the mist blowers.

This chapter is comprised of five sections. The first and second sections examine inferences about two means with two independent
samples. The third section examines inferences about means with two dependent samples, the fourth section examines inferences
about two proportions, and the fifth section examines inferences between two variances.

Inferences about Two Means with Independent Samples (Assuming Unequal Variances)

Using independent samples means that there is no relationship between the groups. The values in one sample have no association
with the values in the other sample. For example, we want to see if the mean life span for hummingbirds in South Carolina is
different from the mean life span in North Carolina. These populations are not related, and the samples are independent. We look at
the difference of the independent means.

In Chapter 3, we did a one-sample t-test where we compared the sample mean ( ) to the hypothesized mean (μ). We expect that 
would be close to μ. We use the sample mean, the sample standard deviation, and the sample size for the one-sample test.

With a two-sample t-test, we compare the population means to each other and again look at the difference. We expect that 
would be close to . The test statistic will use both sample means, sample standard deviations, and sample sizes for the test.

For a one-sample t-test we used as a measure of the standard deviation (the standard error).

We can rewrite 

The numerator of the test statistic will be 

This has a standard deviation of .

A two-sample t-test follows the same four steps we saw in Chapter 3.

Write the null and alternative hypotheses.
State the level of significance and find the critical value. The critical value, from the student’s t-distribution, has the lesser of
n1-1 and n2 -1 degrees of freedom.
Compute the test statistic.
Compare the test statistic to the critical value and state a conclusion.

The assumptions we saw in Chapter 3 still must be met. Both samples come from independent random samples. The populations
must be normally distributed, or both have large enough sample sizes (n1 and n2 ≥ 30). We will also use the same three pairs of
null and alternative hypotheses.

Table . Null and alternative hypotheses.
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Two-sided Left-sided Right=sided

(\mathrm{H}_{\mathrm{0}}:
\mu_1=\mu_2\)

Rewriting the null hypothesis of μ1 = μ2 to μ1 – μ2 = 0, simplifies the numerator. The test statistic is Welch’s approximation
(Satterthwaite Adjustment) under the assumption that the independent population variances are not equal.

This test statistic follows the student’s t-distribution with the degrees of freedom adjusted by

A simpler alternative to determining degrees of freedom when working a problem long-hand is to use the lesser of n1-1 or n2-1 as
the degrees of freedom. This method results in a smaller value for degrees of freedom and therefore a larger critical value. This
makes the test more conservative, requiring more evidence to reject the null hypothesis.

A forester is studying the number of cavity trees in old growth stands in Adirondack Park in northern New York. He wants to
know if there is a significant difference between the mean number of cavity trees in the Adirondack Park and the old growth
stands in the Monongahela National Forest. He collects two independent random samples from each forest. Use a 5% level of
significance to test this claim.

Adirondack Park Monongahela Forest

 = 51 stands  = 56 stands

= 39.6 = 43.9

 = 9.4  = 10.7

1)  There is no difference between the two population means.

 There is a difference between the two population means.

2) The level of significance is 5%. This is a two-sided test so alpha is split into two sides. Computing degrees of freedom using
the equation above gives 105 degrees of freedom.

The critical value ( , based on 100 degrees of freedom (closest value in the t-table), is ±1.984. Using 50 degrees of freedom,
the critical value is ±2.009.

3) The test statistic is

4) The test statistic falls in the rejection zone.
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Figure : A comparison of the critical values and test statistic.

We reject the null hypothesis. We have enough evidence to support the claim that there is a difference in the mean number of
cavity trees between the Adirondack Park and the Monongahela National Forest.

Construct and Interpret a Confidence Interval about the Difference of Two Independent Means

A hypothesis test will answer the question about the difference of the means. BUT, we can answer the same question by
constructing a confidence interval about the difference of the means. This process is just like the confidence intervals from Chapter
2.

1. Find the critical value.
2. Compute the margin of error.
3. Point estimate ± margin of error.

Because we are working with two samples, we must modify the components of the confidence interval to incorporate the
information from the two populations.

The point estimate is .

The standard error comes from the test statistic 

The critical value comes from the student’s t-table.

The confidence interval takes the form of the point estimate plus or minus the standard error of the differences.

We will use the same three steps to construct a confidence interval about the difference of the means.

1. critical value 

2. 

3. 

Let’s look at the mean number of cavity trees in old growth stands again. The forester wants to know if there is a difference
between the mean number of cavity trees in old growth stands in the Adirondack forests and in the Monongahela Forest. We
can answer this question by constructing a confidence interval about the difference of the means.

1)  = 2.009

2) 

3) 

The 95% confidence interval for the difference of the means is (-8.204, -0.396).

We can be 95% confident that this interval contains the mean difference in number of cavity trees between the two locations.
BUT, this doesn’t answer the question the forester asked. Is there a difference in the mean number of cavity trees between the
Adirondack and Monongahela forests? To answer this, we must look at the confidence interval interpretations.
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Confidence Interval Interpretations
If the confidence interval contains all positive values, we find a significant difference between the groups, AND we can
conclude that the mean of the first group is significantly greater than the mean of the second group.
If the confidence interval contains all negative values, we find a significant difference between the groups, AND we can
conclude that the mean of the first group is significantly less than the mean of the second group.
If the confidence interval contains zero (it goes from negative to positive values), we find NO significant difference between the
groups.

In this problem, the confidence interval is (-8.204, -0.396). We have all negative values, so we can conclude that there is a
significant difference in the mean number of cavity trees AND that the mean number of cavity trees in the Adirondack forests is
significantly less than the mean number of cavity trees in the Monongahela Forest. The confidence interval gives an estimate of the
mean difference in number of cavity trees between the two forests. There are, on average, 0.396 to 8.204 fewer cavity trees in the
Adirondack Park than the Monongahela Forest.

P-value Approach

We can also use the p-value approach to answer the question. Remember, the p-value is the area under the normal curve associated
with the test statistic. This example is a two-sided test (H1: μ1 ≠ μ2 ) so the p-value, when computed by hand, will be multiplied by
two.

The test statistic equals -2.213, so the p-value is two times the area to the left of -2.213. We can only estimate the p-value using the
student’s t-table. Using the lesser of n1– 1 or n2– 1 as the degrees of freedom, we have 50 degrees of freedom. Go across the 50
row in the student’s t-table until you find the absolute value of the test statistic. In this case, 2.213 falls between 2.109 and 2.403.
Going up to the top of each of those columns gives you the estimate of the p-value (between 0.02 and 0.01).

Table . Student t-Distribution Area in Right Tail

df .05 .025 .02 .01 .005

39 1.686 2.024 2.127 2.429 2.712

40 1.684 2.021 2.123 2.423 2.704

50 1.676 2.009 2.109 2.403 2.678

60 1.671 2.000 2.099 2.390 2.660

70 1.667 1.994 2.093 2.381 2.648

The p-value is 2x(0.01 – 0.02) = (0.02 < p < 0.04). The p-value is greater than 0.02 but less than 0.04. This is less than the level of
significance (0.05), so we reject the null hypothesis. There is enough evidence to support the claim that there is a significant
difference in the mean number of cavity trees between the areas.

Researchers are studying the relationship between logging activities in the northern forests and amphibian habitats. They were
comparing moisture levels between old-growth and post-harvest habitats. The researchers believe that post-harvest habitat has
a lower moisture level. They collected data on moisture levels from two independent random samples. Test their claim using a
5% level of significance.

Old Growth Post Harvest

n1 = 26 n2 = 31

6313.png=0.62 g/cm3 6320.png= 0.56 g/cm3

s1 = 0.12 g/cm3 s2 = 0.17 g/cm3

H0: μ1 = μ2 or μ1 – μ2 = 0. There is no difference between the two population means.

H1: μ1 > μ2. Mean moisture level in old growth forests is greater than post-harvest levels.
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We will use the critical value based on the lesser of n1– 1 or n2– 1 degrees of freedom. In this problem, there are 25 degrees of
freedom and the critical value is 1.708. Now compute the test statistic.

The test statistic does not fall in the rejection zone. We fail to reject the null hypothesis. There is not enough evidence to
support the claim that the moisture level is significantly lower in the post-harvest habitat.

Now answer this question by constructing a 90% confidence interval about the difference of the means.

1)  = 1.708

2) E = 

3) 

The 90% confidence interval for the difference of the means is (-0.0058, 0.1258). The values in the confidence interval run
from negative to positive indicating that there is no significant different in the mean moisture levels between old growth and
post-harvest stands.

Software Solutions

Minitab

t = = 1.556
(0.62 −0.56) −0

+0.122

26
0.172

31

− −−−−−−−−
√

(4.1.4)

t α

2

t α

2
= 1.708 = 0.0658+

s2
1

n1

s2
2

n2

− −−−−−
√ +0.122

26
0.172

31

− −−−−−−−−
√

− ±E = (0.62 −0.56) ±0.0658x1̄ x2̄

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://stats.libretexts.org/@go/page/2890?pdf


4.1.6 https://stats.libretexts.org/@go/page/2890

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://stats.libretexts.org/@go/page/2890?pdf


4.1.7 https://stats.libretexts.org/@go/page/2890

Two-Sample T-Test and CI: for old vs. post

N Mean StDev SE Mean

old 26 0.620 0.121 0.024

post 31 0.559 0.172 0.031

Difference = 

Estimate for difference: 0.0603

95% lower bound for difference: -0.0049

T-Test of difference = 0 (vs >): T-Value = 1.55 p-Value = 0.064 DF = 53

The p-value (0.064) is greater than the level of confidence so we fail to reject the null hypothesis.

Additional example: www.youtube.com/watch?v=7pIb-GVixFo.

Excel

–μ(old) μ(post)
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t-Test: Two-Sample Assuming Unequal Variances

Variable 1 Variable 2

Mean 0.619615 0.559355

Variance 0.014708 0.02948

Observations 26 31

Hypothesized Mean Difference 0  
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Variable 1 Variable 2

df 54  

t Stat 1.557361  

 one-tail 0.063809  

t Critical one-tail 1.673565  

 two-tail 0.127617  

t Critical two-tail 2.004879  

The one-tail p-value (0.063809) is greater than the level of significance, therefore, we fail to reject the null hypothesis.

This page titled 4.1: Inferences about Two Means with Independent Samples (Assuming Unequal Variances) is shared under a CC BY-NC-SA 3.0
license and was authored, remixed, and/or curated by Diane Kiernan (OpenSUNY) via source content that was edited to the style and standards of
the LibreTexts platform.

P(T ≤ t)

P(T ≤ t)

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://stats.libretexts.org/@go/page/2890?pdf
https://stats.libretexts.org/Bookshelves/Applied_Statistics/Natural_Resources_Biometrics_(Kiernan)/04%3A_Inferences_about_the_Differences_of_Two_Populations/4.01%3A_Inferences_about_Two_Means_with_Independent_Samples_(Assuming_Unequal_Variances)
https://creativecommons.org/licenses/by-nc-sa/3.0
https://esfoutreach.wordpress.com/2012/02/16/summer-spotlight-diane-kiernan/
https://textbooks.opensuny.org/
https://milneopentextbooks.org/natural-resources-biometrics

