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7.3: Population Model
Our regression model is based on a sample of n bivariate observations drawn from a larger population of measurements.
:l}:b() +bix (731)

We use the means and standard deviations of our sample data to compute the slope (b1) and y-intercept (b0) in order to create an
ordinary least-squares regression line. But we want to describe the relationship between y and x in the population, not just within
our sample data. We want to construct a population model. Now we will think of the least-squares line computed from a sample as
an estimate of the true regression line for the population.

# Definition: The Population Model

ty = Bo -+ P1x , where p, is the population mean response, 3 is the y-intercept, and beta; is the slope for the population
model.

In our population, there could be many different responses for a value of x. In simple linear regression, the model assumes that for
each value of x the observed values of the response variable y are normally distributed with a mean that depends on x. We use py to
represent these means. We also assume that these means all lie on a straight line when plotted against x (a line of means).

For any fixed ‘x’, the response “y” follows a normal
distribution with standard deviation .

~
)

Figure 7.3.1. . The statistical model for linear regression; the mean response is a straight-line function of the predictor variable.

The sample data then fit the statistical model:

Data = fit + residual

Yi = (Bo +Brzi) +e (7.3.2)

where the errors (ei) are independent and normally distributed N (0, o). Linear regression also assumes equal variance of y (o is the
same for all values of x). We use € (Greek epsilon) to stand for the residual part of the statistical model. A response y is the sum of
its mean and chance deviation efrom the mean. The deviations € represents the “noise” in the data. In other words, the noise is the
variation in y due to other causes that prevent the observed (x, y) from forming a perfectly straight line.

The sample data used for regression are the observed values of y and x. The response y to a given xis a random variable, and the
regression model describes the mean and standard deviation of this random variable y. The intercept 80, slope 1, and standard
deviation o of y are the unknown parameters of the regression model and must be estimated from the sample data.

o The value of y from the least squares regression line is really a prediction of the mean value of y (py) for a given value of x.
 The least squares regression line (§ = by + by ) obtained from sample data is the best estimate of the true population
regression line

(y = Bo + 1z ).

y is an unbiased estimate for the mean response iy
b0 is an unbiased estimate for the intercept 0
b1 is an unbiased estimate for the slope 1
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Parameter Estimation

Once we have estimates of 0 and 31 (from our sample data b0 and b1), the linear relationship determines the estimates of py for
all values of x in our population, not just for the observed values of x. We now want to use the least-squares line as a basis for
inference about a population from which our sample was drawn.

Model assumptions tell us that b0 and b1 are normally distributed with means 0 and [31 with standard deviations that can be
estimated from the data. Procedures for inference about the population regression line will be similar to those described in the
previous chapter for means. As always, it is important to examine the data for outliers and influential observations.

In order to do this, we need to estimate o, the regression standard error. This is the standard deviation of the model errors. It
measures the variation of y about the population regression line. We will use the residuals to compute this value. Remember, the
predicted value of y () for a specific x is the point on the regression line. It is the unbiased estimate of the mean response (py) for
that x. The residual is:

residual = observed — predicted
& =Y~y =yi — (bo +b12) (7.3.3)

The residual ei corresponds to model deviation €; where > €; = 0 with a mean of 0. The regression standard error s is an unbiased
estimate of o.

(7.3.4)

S =

> residual? Sy —4i)?
n—2

n—2 -

The quantity s is the estimate of the regression standard error (o) and s? is often called the mean square error (MSE). A small value
of s suggests that observed values of y fall close to the true regression line and the line §j = by + by« should provide accurate
estimates and predictions.

Confidence Intervals and Significance Tests for Model Parameters

In an earlier chapter, we constructed confidence intervals and did significance tests for the population parameter pi (the population
mean). We relied on sample statistics such as the mean and standard deviation for point estimates, margins of errors, and test
statistics. Inference for the population parameters 0 (slope) and 1 (y-intercept) is very similar.

Inference for the slope and intercept are based on the normal distribution using the estimates b0 and b1. The standard deviations of
these estimates are multiples of o, the population regression standard error. Remember, we estimate ¢ with s (the variability of the
data about the regression line). Because we use s, we rely on the student t-distribution with (n — 2) degrees of freedom.

1 z?
%o a\/; * S(z; — )2 (7.3.5)

The standard error for estimate of 5

1 z?
0 =04 | —+—=""—"3 7.3.6
By \/ n Z(% _ :v)2 ( )
The standard error for estimate of 3,

We can construct confidence intervals for the regression slope and intercept in much the same way as we did when estimating the
population mean.

A confidence interval for 5y : by £t,/25Ep,
A confidence interval for 3, : by £t,/25Ey,

where SEj, and SEj, are the standard errors for the y-intercept and slope, respectively.

We can also test the hypothesis Hy : f1 = 0. When we substitute £; = 0 in the model, the x-term drops out and we are left with
ty = Bo . This tells us that the mean of y does NOT vary with x. In other words, there is no straight line relationship between x and
y and the regression of y on x is of no value for predicting y.
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Hypothesis test for 8;

Hy:8,=0

Hy:p1#0

The test statistic is ¢ = by / SEp,

We can also use the F-statistic (MSR/MSE) in the regression ANOVA table*
*Recall that t2 = F

So let’s pull all of this together in an example.

v/ Example 7.3.1:

The index of biotic integrity (IBI) is a measure of water quality in streams. As a manager for the natural resources in this
region, you must monitor, track, and predict changes in water quality. You want to create a simple linear regression model that
will allow you to predict changes in IBI in forested area. The following table conveys sample data from a coastal forest region
and gives the data for IBI and forested area in square kilometers. Let forest area be the predictor variable (x) and IBI be the
response variable (y).

IBI Forest Area IBI  Forest Area IBI  Forest Area IBI  Forest Area IBI

47 38 41 22 61 43 71 79 84
72 9 33 25 62 47 33 79 83
21 10 23 31 18 49 59 80 82
19 10 32 32 44 49 81 86 82
72 52 80 33 30 52 71 89 86
56 14 31 33 65 52 75 90 79
49 66 78 33 78 59 64 95 67
89 17 21 39 71 63 41 95 56
43 18 43 41 60 68 82 100 85
66 21 45 43 58 75 60 100 91

Table 7.3.1 Observed data of biotic integrity and forest area.
Solution
We begin with a computing descriptive statistics and a scatterplot of IBI against Forest Area.

X =47.42; sx 27.37; y = 58.80; sy = 21.38; r = 0.735

Scatterplot of IBI vs Forest Area
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Figure 7.3.2. . Scatterplot of IBI vs. Forest Area.
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There appears to be a positive linear relationship between the two variables. The linear correlation coefficient is r = 0.735. This
indicates a strong, positive, linear relationship. In other words, forest area is a good predictor of IBI. Now let’s create a simple
linear regression model using forest area to predict IBI (response).

First, we will compute b0 and b1 using the shortcut equations.

21.
by = r(z—y) = 0.735(%) —0.574
. )

by =y —biz =58.80 —0.574 x47.42 = 31.581
The regression equation is
y =31.58+0.574z
Now let’s use Minitab to compute the regression model. The output appears below.

Regression Analysis: IBI versus Forest Area
The regression equation is IBI = 31.6 + 0.574 Forest Area

Predictor Coef SE Coef T P

Constant 31.583 4.177 7.56 0.000
Forest Area 0.57396 0.07648 7.50 0.000
S = 14.6505 R-Sq = 54.0% R-Sq(adj) = 53.0%

Analysis of Variance

Source DF SS MS F P
Regression 1 12089 12089 56.32 0.000
Residual Error 48 10303 215
Total 49 22392

The estimates for 0 and 31 are 31.6 and 0.574, respectively. We can interpret the y-intercept to mean that when there is zero
forested area, the IBI will equal 31.6. For each additional square kilometer of forested area added, the IBI will increase by
0.574 units.

The coefficient of determination, R2, is 54.0%. This means that 54% of the variation in IBI is explained by this model.
Approximately 46% of the variation in IBI is due to other factors or random variation. We would like R2 to be as high as
possible (maximum value of 100%).

The residual and normal probability plots do not indicate any problems.

Versus Fits Normal Probability Plot
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Figure 7.3.3. . A residual and normal probability plot.
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The estimate of o, the regression standard error, is s = 14.6505. This is a measure of the variation of the observed values about
the population regression line. We would like this value to be as small as possible. The MSE is equal to 215. Remember, the
v MSE = s. The standard errors for the coefficients are 4.177 for the y-intercept and 0.07648 for the slope.

We know that the values b0 = 31.6 and b1 = 0.574 are sample estimates of the true, but unknown, population parameters 0
and B1. We can construct 95% confidence intervals to better estimate these parameters. The critical value (to/2) comes from the
student t-distribution with (n — 2) degrees of freedom. Our sample size is 50 so we would have 48 degrees of freedom. The
closest table value is 2.0009.

95% confidence intervals for 0 and 1
by £ta/2SEy, = 31.6+2.009(4.177) = (23.21,39.99)
by +t4/9SEp =0.574+2.009(0.07648) = (0.4204,0.7277)
The next step is to test that the slope is significantly different from zero using a 5% level of significance.

HO: p1 =0 H1: B1 #0

b 0.574

t = e— s —
SE,  0.07648

=7.50523

We have 48 degrees of freedom and the closest critical value from the student t-distribution is 2.009. The test statistic is greater
than the critical value, so we will reject the null hypothesis. The slope is significantly different from zero. We have found a
statistically significant relationship between Forest Area and IBI.

The Minitab output also report the test statistic and p-value for this test.

The regression equation is IBI = 31.6 + 0.574 Forest Area

Predictor Coef SE Coef T P

Constant 31.583 4.177 7.56 0.000
Forest Area 0.57396 0.07648 7.50 0.000
S =14.6505 R-Sq =54.0% R-Sq(adj) = 53.0%

Analysis of Variance

Source DF SS MS F P
Regression 1 12089 12089 56.32 0.000
Residual Error 48 10303 215
Total 49 22392

The t test statistic is 7.50 with an associated p-value of 0.000. The p-value is less than the level of significance (5%) so we will
reject the null hypothesis. The slope is significantly different from zero. The same result can be found from the F-test statistic
of 56.32 (7.5052 = 56.32). The p-value is the same (0.000) as the conclusion.

Confidence Interval for

Now that we have created a regression model built on a significant relationship between the predictor variable and the response
variable, we are ready to use the model for

¢ estimating the average value of y for a given value of x
o predicting a particular value of y for a given value of x

Let’s examine the first option. The sample data of n pairs that was drawn from a population was used to compute the regression
coefficients b0 and b1 for our model, and gives us the average value of y for a specific value of x through our population model
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Hy = Bo+ Bz

. For every specific value of x, there is an average y (y), which falls on the straight line equation (a line of means). Remember, that
there can be many different observed values of the y for a particular x, and these values are assumed to have a normal distribution
with a mean equal to 8y + Sz and a variance of ¢2. Since the computed values of b0 and b1 vary from sample to sample, each
new sample may produce a slightly different regression equation. Each new model can be used to estimate a value of y for a value
of x. How far will our estimator § = by +b;x be from the true population mean for that value of x? This depends, as always, on
the variability in our estimator, measured by the standard error.

It can be shown that the estimated value of y when x = x0 (some specified value of x), is an unbiased estimator of the population
mean, and that P is normally distributed with a standard error of

(7.3.7)
SE_{\hat \mu} = s\sqrt {\frac {1}{n} + \frac {(x_0-\bar x)A2}{\sum (x_i - \bar x)A2} }\]

We can construct a confidence interval to better estimate this parameter (py) following the same procedure illustrated previously in
this chapter.

(7.3.8)
\hat {\mu_y} \pm t_{\alpha/2}SE_{\hat \mu}\]
where the critical value ta/2 comes from the student t-table with (n — 2) degrees of freedom.

Statistical software, such as Minitab, will compute the confidence intervals for you. Using the data from the previous example, we
will use Minitab to compute the 95% confidence interval for the mean response for an average forested area of 32 km.

Predicted Values for New Observations
New Obs Fit SE Fit 95% CI

1 49.9496 2.38400 (45.1562,54.7429)

If you sampled many areas that averaged 32 km. of forested area, your estimate of the average IBI would be from 45.1562 to
54.7429.

You can repeat this process many times for several different values of x and plot the confidence intervals for the mean response.

x 95% CI
20 (37.13, 48.88)
40 (50.22, 58.86)
60 (61.43, 70.61)
80 (70.98, 84.02)
100 (79.88, 98.07)

https://stats.libretexts.org/@go/page/2913


https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://stats.libretexts.org/@go/page/2913?pdf

LibreTextsw

120

100

80

60

40

20

0 20 40 60 80 100 120

Figure 7.3.4. . 95% confidence intervals for the mean response.

Notice how the width of the 95% confidence interval varies for the different values of x. Since the confidence interval width is
narrower for the central values of x, it follows that py is estimated more precisely for values of x in this area. As you move towards
the extreme limits of the data, the width of the intervals increases, indicating that it would be unwise to extrapolate beyond the
limits of the data used to create this model.

Prediction Intervals

What if you want to predict a particular value of y when & = z¢? Or, perhaps you want to predict the next measurement for a given
value of x? This problem differs from constructing a confidence interval for p,. Instead of constructing a confidence interval to
estimate a population parameter, we need to construct a prediction interval. Choosing to predict a particular value of y incurs some
additional error in the prediction because of the deviation of y from the line of means. Examine the figure below. You can see that
the error in prediction has two components:

1. The error in using the fitted line to estimate the line of means
2. The error caused by the deviation of y from the line of means, measured by o2

Actual value of v =5 +bx
youare e ah e
attempting to
predict

[ iy =By + Frx

Predictad value

24 Emorof of ¥

estimating 4

1] 2 4 a k] 10 12

Figure 7.3.5. Illustrating the two components in the error of prediction.

The variance of the difference between y and ¥ is the sum of these two variances and forms the basis for the standard error of
(y —9) used for prediction. The resulting form of a prediction interval is as follows:

(7.3.9)
\hat y \pm t_{\alpha/2}s\sqrt {1+\frac {1}{n} + \frac {(x_0 - \bar x)A2}{\sum (x_i - \bar x)"2}} \]

where x0 is the given value for the predictor variable, n is the number of observations, and #,,2 is the critical value with (n — 2)
degrees of freedom.
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Software, such as Minitab, can compute the prediction intervals. Using the data from the previous example, we will use Minitab to
compute the 95% prediction interval for the IBI of a specific forested area of 32 km.

Predicted Values for New Observations
New Obs Fit SE Fit 95% PI
1 49.9496 2.38400 (20.1053, 79.7939)

You can repeat this process many times for several different values of x and plot the prediction intervals for the mean response.

x 95% PI
20 (13.01, 73.11)
40 (24.77, 84.31)
60 (36.21, 95.83)
80 (47.33,107.67)
100 (58.15, 119.81)

Notice that the prediction interval bands are wider than the corresponding confidence interval bands, reflecting the fact that we are
predicting the value of a random variable rather than estimating a population parameter. We would expect predictions for an
individual value to be more variable than estimates of an average value.

140
120
100
80
60
40

20

0 20 40 60 80 100 120

Figure 7.3.6. A comparison of confidence and prediction intervals.

Transformations to Linearize Data Relationships

In many situations, the relationship between x and y is non-linear. In order to simplify the underlying model, we can transform or
convert either x or y or both to result in a more linear relationship. There are many common transformations such as logarithmic
and reciprocal. Including higher order terms on x may also help to linearize the relationship between x and y. Shown below are
some common shapes of scatterplots and possible choices for transformations. However, the choice of transformation is frequently

more a matter of trial and error than set rules.
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A forester needs to create a simple linear regression model to predict tree volume using diameter-at-breast height (dbh) for
sugar maple trees. He collects dbh and volume for 236 sugar maple trees and plots volume versus dbh. Given below is the
scatterplot, correlation coefficient, and regression output from Minitab.

Figure 7.3.7. Examples of possible transformations for x and y variables.

Scatterplot of volume vs dbh
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Figure 7.3.8 Scatterplot of volume versus dbh.

Pearson’s linear correlation coefficient is 0.894, which indicates a strong, positive, linear relationship. However, the scatterplot
shows a distinct nonlinear relationship.

Regression Analysis: volume versus dbh

The regression equation is volume = —51.1 + 7.15 dbh

Predictor Coef SE Coef T P
Constant -51.097 3.271 -15.62 0.000
dbh 7.1500 0.2342 30.53 0.000
S = 19.5820 R-Sq = 79.9% R-Sq(adj) = 79.8%

Analysis of Variance

Source DF SS MS F P
Regression 1 357397 357397 932.04 0.000
Residual Error 234 89728 383
Total 235 447125

The R2 is 79.9% indicating a fairly strong model and the slope is significantly different from zero. However, both the residual
plot and the residual normal probability plot indicate serious problems with this model. A transformation may help to create a
more linear relationship between volume and dbh.
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Versus Fits Normal Probability Plot
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Figure 7.3.9. Residual and normal probability plots.

Volume was transformed to the natural log of volume and plotted against dbh (see scatterplot below). Unfortunately, this did
little to improve the linearity of this relationship. The forester then took the natural log transformation of dbh. The scatterplot

of the natural log of volume versus the natural log of dbh indicated a more linear relationship between these two variables. The
linear correlation coefficient is 0.954.

Scatterplot of InVOL vs dbh Scatterplot of InVOL vs InDBH
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Figure 7.3.1Q Scatterplots of natural log of volume versus dbh and natural log of volume versus natural log of dbh.

The regression analysis output from Minitab is given below.

Regression Analysis: InVOL vs. InDBH
The regression equation is InVOL = — 2.86 + 2.44 InDBH

Predictor Coef SE Coef T P

Constant -2.8571 0.1253 -22.80 0.000

InDBH 2.44383 0.05007 48.80 0.000
S =0.327327 R-Sq=91.1% R-Sq(adj) = 91.0%

Analysis of Variance

Source DF SS MS F P
Regression 1 255.19 255.19 2381.78 0.000
Residual Error 234 25.07 0.11
Total 235 280.26
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Figure 7.3.11 Residual and normal probability plots.

The model using the transformed values of volume and dbh has a more linear relationship and a more positive correlation
coefficient. The slope is significantly different from zero and the R2 has increased from 79.9% to 91.1%. The residual plot
shows a more random pattern and the normal probability plot shows some improvement.

There are many possible transformation combinations possible to linearize data. Each situation is unique and the user may need
to try several alternatives before selecting the best transformation for x or y or both.

This page titled 7.3: Population Model is shared under a CC BY-NC-SA 3.0 license and was authored, remixed, and/or curated by Diane Kiernan
(OpenSUNY) via source content that was edited to the style and standards of the LibreTexts platform.

https://stats.libretexts.org/@go/page/2913



https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://stats.libretexts.org/@go/page/2913?pdf
https://stats.libretexts.org/Bookshelves/Applied_Statistics/Natural_Resources_Biometrics_(Kiernan)/07%3A_Correlation_and_Simple_Linear_Regression/7.03%3A_Population_Model
https://creativecommons.org/licenses/by-nc-sa/3.0
https://esfoutreach.wordpress.com/2012/02/16/summer-spotlight-diane-kiernan/
https://textbooks.opensuny.org/
https://milneopentextbooks.org/natural-resources-biometrics

