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6.2: Variance of Discrete Random Variables

The usefulness of the expected value as a prediction for the outcome of an experiment is increased when the outcome is not likely
to deviate too much from the expected value. In this section we shall introduce a measure of this deviation, called the variance.

Variance

& Definition

Let X be a numerically valued random variable with expected value y = E(X) . Then the variance of X, denoted by V' (X), is
V(X)=E(X—p)?). (6.2.1)
Note that, by Theorem 6.1.1, V(X)) is given by

V() =Y (- p)’mia), (6:22)
where m is the distribution function of X.

Standard Deviation
The standard deviation of X, denoted by D(X), is D(X) = y/V(X) . We often write o for D(X) and o2 for V(X).

v/ Example 6.2.1

Consider one roll of a die. Let X be the number that turns up. To find V' (X), we must first find the expected value of X.

Solution
This is

p= E(X):l(%)+2(%)+3(%)+4(%) ( )+ (%)7 (6.2.3)
_ ! (6.2.4)

To find the variance of X, we form the new random variable (X — u)? and compute its expectation. We can easily do this
using the following table.

X m(x) (*-712Y
1 1/6 25/4

2 1/6 9/4

3 1/6 1/4

4 1/6 1/4

5 1/6 9/4

6 1/6 25/4

From this table we find E((X — u)?) is

125 9 1 1 9 25

V(X) = E<T+Z+Z+Z+Z+T) (6.2.5)
35

_ o (6.2.6)

and the standard deviation D(X) = ,/35/12~1.707.
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Calculation of Variance

We next prove a theorem that gives us a useful alternative form for computing the variance.

& Theorem 6.2.1

If X is any random variable with E(X) = p, then
V(X)=E(X?) —u*. (6.2.7)
Proof
We have
V(X)= B((X-p)*) = B(X* —2uX + 1)

Using Theorem \(\PageIndex{1\), we can compute the variance of the outcome of a roll of a die by first computing

B(X?) = 1(%) +4(%) +9(%) +16(%) +25(%) +36(%) (6.2.8)
- % : (6.2.9)

and,
V(X) = B(X?) - 2_%—(;)2—%, (6.2.10)

in agreement with the value obtained directly from the definition of V(X).

Properties of Variance

The variance has properties very different from those of the expectation. If ¢ is any constant, E(cX)=cE(X) and
E(X +c¢)=E(X)+c . These two statements imply that the expectation is a linear function. However, the variance is not linear,
as seen in the next theorem.

# Theorem 6.2.2

If X is any random variable and c is any constant, then

V(eX) =AV(X) (6.2.11)
and
V(X+c)=V(X). (6.2.12)
Proof
Let p = E(X) . Then E(cX) = cu, and
VieX)=  E((cX—cp)’)=E((X—p)?)

FE(X —p)?) =V (X).

To prove the second assertion, we note that, to compute V(X +¢), we would replace by z +c¢ and g by p+c¢ in
Equation [eq 6.1]. Then the ¢’s would cancel, leaving V' (X).

We turn now to some general properties of the variance. Recall that if X and Y are any two random variables,
E(X+Y)=E(X)+E(Y) . This is not always true for the case of the variance. For example, let X be a random variable with
V(X)#0, and define Y = —X . Then V(X) =V (Y), so that V(X) +V(Y) =2V (X) . But X +Y is always 0 and hence has
variance 0. Thus V(X +Y) A V(X)+V(Y) .
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In the important case of mutually independent random variables, however, the variance of the sum is the sum of the variances.

& Theorem 6.2.3

Let X and Y be two random variables. Then
VIX+Y)=V(X)+V(Y). (6.2.13)
Proof
Let E(X)=a and E(Y) =b. Then

V(X+Y) = E((X+Y)?) —(a+b)?
E(X*)+2E(XY)+E(Y?) —a®> —2ab—b".

Since X and Y are independent, E(XY) = E(X)E(Y) = ab . Thus,
V(X+Y)=EX?)-a?+EY?Y) -0 =V(X)+V(Y). (6.2.14)

It is easy to extend this proof, by mathematical induction, to show that the variance of the sum of any number of mutually
independent random variables is the sum of the individual variances. Thus we have the following theorem.

& Theorem 6.2.4

Let X1, X, ..., X,, be an independent trials process with E(X;) = p and V(X;) =02 . Let

Sp=X1+Xo+ -+ X, (6.2.15)
be the sum, and
Sn
A, = o (6.2.16)
be the average. Then
V(S,) = no’ ,
a(Sp) = oyn,
E(An) = My
2
vid)= =,
o
A,) = —.
A=

Proof

Since all the random variables X ; have the same expected value, we have

BE(Sn) = E(X1)+- -+ E(Xy) =np, (6.2.17)
V(Sa) =V(X1)+- - +V(Xy) =no?, (6.2.18)

and
o(Sp) =o/n. (6.2.19)

We have seen that, if we multiply a random variable X with mean p and variance o by a constant ¢, the new random
variable has expected value cu and variance ¢?c. Thus,

E(4,)=E (%) - "7“ —u, (6.2.20)

and
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Sn V(S,) no? o
V(An) =V (7) e e o (6.2.21)
Finally, the standard deviation of A,, is given by
g
A)=——. .2.22
a(A,) NG (6 )

The last equation in the above theorem implies that in an independent trials process, if the individual summands have finite
variance, then the standard deviation of the average goes to 0 as n — co. Since the standard deviation tells us something about the
spread of the distribution around the mean, we see that for large values of n, the value of A,, is usually very close to the mean of
A,,, which equals u, as shown above. This statement is made precise in Chapter 8 where it is called the Law of Large Numbers.
For example, let X represent the roll of a fair die. In Figure [fig 6.4.5], we show the distribution of a random variable A,
corresponding to X, for n =10 and n = 100.

0.8 fi=10 z r= 100
2.5
2.4 B

] 1
0.2

{ 9.5

.1 ]

0 | _I_——

2 L q 3 L] 2 z.5 ] 1.5 L 4.5 5

Figure 6.2.1: Empirical distribution of A,

v/ Example 6.2.1

Consider n rolls of a die. We have seen that, if X; is the outcome if the jth roll, then E(X;) =7/2 and V(X;) =35/12.
Thus, if S,, is the sum of the outcomes, and A, =S, /n is the average of the outcomes, we have E(A4,)="7/2 and
V(A,) = (35/12)/n. Therefore, as n increases, the expected value of the average remains constant, but the variance tends to
0. If the variance is a measure of the expected deviation from the mean this would indicate that, for large n, we can expect the
average to be very near the expected value. This is in fact the case, and we shall justify it in Chapter 8 .

Bernoulli Trials

Consider next the general Bernoulli trials process. As usual, we let X; = 1 if the jth outcome is a success and 0 if it is a failure. If
p is the probability of a success, and g =1 —p, then

B(X;) = Og+1p=p,
E(X})=  0%¢+1’p=p,
and
V(X;)=E(X?) - (B(X;))*=p—p’=pq. (6.2.23)

Thus, for Bernoulli trials, if S, = X; +Xo+---+ X, is the number of successes, then E(S,)=mnp, V(S,) =npq, and
D(S,) = /npg. If A, =S, /n is the average number of successes, then E(A,) =p, V(4,) =pg/n, and D(A,) = \/pg/n.
We see that the expected proportion of successes remains p and the variance tends to 0. This suggests that the frequency
interpretation of probability is a correct one. We shall make this more precise in Chapter 8 .
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Let T denote the number of trials until the first success in a Bernoulli trials process. Then T is geometrically distributed. What
is the variance of T'?

Answer

In Example [exam 5.7], we saw that

1 2 3 .-
mrp = ( . ) . (6.2.24)
p gp qgp -
In Example [exam 6.8], we showed that
E(T)=1/p. (6.2.25)
Thus,
V(T)=E(T?*) -1/p?, (6.2.26)
so we need only find
E(T*)=  1p+4gp+9¢°p+---

=  p(l1+4g+9¢°+--).

To evaluate this sum, we start again with

1 A ooo= 6.2.27
+z+z”+ — ( )
Differentiating, we obtain
1
1422 4+322+... = —— . 6.2.28
12 ( )
Multiplying by z,
x
r+222+32° 4= ———— . 6.2.29
1) ( )
Differentiating again gives
14z
1444922 4+... = ———— . 6.2.30
1—2) ( )
Thus,
1+ 14
BT =p—" =1 (6.2.31)
(1-q) p
and
V(T) = E(T?) - (E(T))*
_ 14q 1 q
a 2 P P

For example, the variance for the number of tosses of a coin until the first head turns up is (1/2)/(1/2)? = 2 The variance
for the number of rolls of a die until the first six turns up is (5/6)/(1/6)% = 3Q Note that, as p decreases, the variance
increases rapidly. This corresponds to the increased spread of the geometric distribution as p decreases (noted in Figure [fig
5.4]).
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Poisson Distribution

Just as in the case of expected values, it is easy to guess the variance of the Poisson distribution with parameter A. We recall that
the variance of a binomial distribution with parameters n and p equals npq. We also recall that the Poisson distribution could be
obtained as a limit of binomial distributions, if 7 goes to oo and p goes to 0 in such a way that their product is kept fixed at the
value A. In this case, npg = Aq approaches ), since g goes to 1. So, given a Poisson distribution with parameter A, we should
guess that its variance is A. The reader is asked to show this in Exercise 6.2.29

Exercises

Exercise 6.2.1

A number is chosen at random from the set S ={—1,0,1}. Let X be the number chosen. Find the expected value, variance, and
standard deviation of X.

Exercise 6.2.2
A random variable X has the distribution
0 1 2 4
_ . 6.2.32
px (1/3 1/3 1/6 1/6) (6.2.32)
Find the expected value, variance, and standard deviation of X.

Exercise 6.2.3

You place a 1-dollar bet on the number 17 at Las Vegas, and your friend places a 1-dollar bet on black (see Exercises 1.1.6 and
1.1.7). Let X be your winnings and Y be her winnings. Compare E(X), E(Y), and V(X), V(Y'). What do these computations
tell you about the nature of your winnings if you and your friend make a sequence of bets, with you betting each time on a number
and your friend betting on a color?

Exercise 6.2.4

X is a random variable with E(X) =100 and V(X) = 15. Find
a. E(X?).

3X +10).

-X).

-X).
-X).

Exercise 6.2.5

b. B(
c B(
d. V(
e. D(

In a certain manufacturing process, the (Fahrenheit) temperature never varies by more than 2° from 62°. The temperature is, in
fact, a random variable F' with distribution

( 60 61 62 63 64 )
F= .

1/10 2/10 4/10 2/10 1/10 (6.2.33)

a. Find E(F) and V(F).

b. Define T' = F' — 62 . Find E(T') and V(T'), and compare these answers with those in part (a).

c. Itis decided to report the temperature readings on a Celsius scale, that is, C = (5/9)(F — 32). What is the expected value and
variance for the readings now?

Exercise 6.2.6

Write a computer program to calculate the mean and variance of a distribution which you specify as data. Use the program to
compare the variances for the following densities, both having expected value 0:

-2 -1 0 1 2
Px = ( ) ; (6.2.34)

3/11 2/11 1/11 2/11 3/11
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-2 -1 0 1 2
pyz<1/11 2/11 5/11 2/11 1/11)‘ (6.2.35)

Exercise 6.2.7
A coin is tossed three times. Let X be the number of heads that turn up. Find V(X)) and D(X).

Exercise 6.2.8
A random sample of 2400 people are asked if they favor a government proposal to develop new nuclear power plants. If 40 percent
of the people in the country are in favor of this proposal, find the expected value and the standard deviation for the number Ss40¢ of
people in the sample who favored the proposal.
Exercise 6.2.9
A die is loaded so that the probability of a face coming up is proportional to the number on that face. The die is rolled with
outcome X. Find V(X)) and D(X).
Exercise 6.2.10
Prove the following facts about the standard deviation.

a. D(X+c¢)=D(X).

b. D(cX) = |¢| D(X).
Exercise 6.2.11
A number is chosen at random from the integers 1, 2, 3, ..., n. Let X be the number chosen. Show that E(X) = (n+1)/2 and
V(X)=(n—1)(n+1)/12 .: The following identity may be useful:
(n)(n+1)(2n+1)

P42+ 4’ = -

(6.2.36)

Exercise 6.2.12

Let X be a random variable with 4 = E(X) and 02 = V(X). Define X* = (X — )/ . The random variable X* is called the
associated with X. Show that this standardized random variable has expected value 0 and variance 1.

Exercise 6.2.13

Peter and Paul play Heads or Tails (see Example [exam 1.3]). Let W, be Peter’s winnings after n matches. Show that E(W,,) =0
and V(W) =n.

Exercise 6.2.14

Find the expected value and the variance for the number of boys and the number of girls in a royal family that has children until
there is a boy or until there are three children, whichever comes first.

Exercise 6.2.15

Suppose that n people have their hats returned at random. Let X; =1 if the ¢th person gets his or her own hat back and 0
otherwise. Let S, = >_i"; X; . Then S, is the total number of people who get their own hats back. Show that

(Xi zi/n(n—l) fori # j.
c. E(S2) =2 (using (a) and (b)).
( 1

Exercise 6.2.16

Let S, be the number of successes in n independent trials. Use the program BinomialProbabilities (Section [sec 3.2]) to compute,
for given n, p, and j, the probability

P(—j./mpq < S, —np < j,/fpq) - (6.2.37)
a. Let p = .5, and compute this probability for j =1, 2, 3 and n = 10, 30, 50. Do the same for p = .2.
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b. Show that the standardized random variable S;; = (S, —np)/./npq has expected value 0 and variance 1. What do your
results from (a) tell you about this standardized quantity Sy;?

Exercise 6.2.17

Let X be the outcome of a chance experiment with E(X) = and V(X) =02%. When u and o? are unknown, the statistician

often estimates them by repeating the experiment n times with outcomes 1, xs, ..., ,, estimating u by the sample mean
1 n
fi‘:—ziﬂi , (6.2.38)
n =
a

nd o2 by the sample variance
1 n
sP== § (z; —x)2. (6.2.39)
n
i=1

Then s is the sample standard deviation. These formulas should remind the reader of the definitions of the theoretical mean and
variance. (Many statisticians define the sample variance with the coefficient 1/n replaced by 1/(n—1). If this alternative
definition is used, the expected value of s? is equal to o2. See Exercise 6.2.19, part (d).)

Write a computer program that will roll a die n times and compute the sample mean and sample variance. Repeat this experiment
several times for n =10 and n = 1000. How well do the sample mean and sample variance estimate the true mean 7/2 and
variance 35/12?

Exercise 6.2.18
Show that, for the sample mean z and sample variance s2 as defined in Exercise [exer 6.2.18],
a EZ@)=up.

b. E((z—p)?) =0?/n.

c E(s?) = =142 : For (c) write

7
8
|
1
N—’
M)
I
—
—
8
|
=
N—
|
~—~
1
|
=
SN—
N—

D SR i G M ERC L
- i(%—#)z—”(f—ﬂ)2a

and take expectations of both sides, using part (b) when necessary.

d. Show that if, in the definition of s? in Exercise [exer 6.2.18], we replace the coefficient 1/n by the coefficient 1/(n — 1), then
E(s*) = o% . (This shows why many statisticians use the coefficient 1/(n — 1). The number s? is used to estimate the unknown
quantity 2. If an estimator has an average value which equals the quantity being estimated, then the estimator is said to be
unbiased. Thus, the statement E(s?) = 0% says that s> is an unbiased estimator of o'2.)

Exercise 6.2.19

Let X be a random variable taking on values a1, as, ..., a, with probabilities p1, ps, ..., p, and with E(X) = p. Define the of
spread X as follows:

&=Z|ai—u|pi . (6.2.40)
=1

This, like the standard deviation, is a way to quantify the amount that a random variable is spread out around its mean. Recall that
the variance of a sum of mutually independent random variables is the sum of the individual variances. The square of the spread
corresponds to the variance in a manner similar to the correspondence between the spread and the standard deviation. Show by an
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example that it is not necessarily true that the square of the spread of the sum of two independent random variables is the sum of
the squares of the individual spreads.
Exercise 6.2.20

We have two instruments that measure the distance between two points. The measurements given by the two instruments are
random variables X; and X, that are independent with E(X;) = E(Xs) = u , where p is the true distance. From experience with
these instruments, we know the values of the variances Uf and ag. These variances are not necessarily the same. From two
measurements, we estimate p by the weighted average p=wX; + (1 —w)X, . Here w is chosen in [0, 1] to minimize the
variance of y.

1. What is E(fz)?
2. How should w be chosen in [0, 1] to minimize the variance of i?
Exercise 6.2.21
Let X be a random variable with E(X) = u and V(X) = o2 . Show that the function f(z) defined by

f@) =) (X(w)—z)’p(w) (6.2.41)

w

has its minimum value when = = p.

Exercise 6.2.22

Let X and Y be two random variables defined on the finite sample space Q. Assume that X, Y, X+Y,and X —Y all have the
same distribution. Prove that P(X =Y =0)=1.

Exercise 6.2.23

If X and Y are any two random variables, then the covariance of X and Y is defined by Cov
(X, Y)=E(X—-E(X))(Y—-E(Y))) . Note that Cov(X, X)=V(X). Show that, if X and Y are independent, then Cov
(X,Y) =0; and show, by an example, that we can have Cov(X,Y) =0 and X and Y not independent.

Exercise 6.2.24

A professor wishes to make up a true-false exam with n questions. She assumes that she can design the problems in such a way
that a student will answer the jth problem correctly with probability p;, and that the answers to the various problems may be
considered independent experiments. Let S,, be the number of problems that a student will get correct. The professor wishes to
choose p; so that E(S,) =.7n and so that the variance of S,, is as large as possible. Show that, to achieve this, she should choose
p; = .7 for all j; that is, she should make all the problems have the same difficulty.

Exercise 6.2.25

(Lamperti’®) An urn contains exactly 5000 balls, of which an unknown number X are white and the rest red, where X is a random
variable with a probability distribution on the integers 0, 1, 2, ..., 5000.

a. Suppose we know that E(X) = p. Show that this is enough to allow us to calculate the probability that a ball drawn at random
from the urn will be white. What is this probability?

b. We draw a ball from the urn, examine its color, replace it, and then draw another. Under what conditions, if any, are the results
of the two drawings independent; that is, does

P(white, white) = P(white)? (6.2.42)
c. Suppose the variance of X is o2. What is the probability of drawing two white balls in part (b)?

Exercise 6.2.26

For a sequence of Bernoulli trials, let X; be the number of trials until the first success. For j > 2, let X; be the number of trials
after the (j— 1) st success until the jth success. It can be shown that X3, X5, ...is an independent trials process.

a. What is the common distribution, expected value, and variance for X;?
b.LetT, = X; + Xs+---+ X, .Then T, is the time until the nth success. Find E(T},) and V(T},).
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¢. Use the results of (b) to find the expected value and variance for the number of tosses of a coin until the nth occurrence of a
head.

Exercise 6.2.27

Referring to Exercise 6.1.30, find the variance for the number of boxes of Wheaties bought before getting half of the players’
pictures and the variance for the number of additional boxes needed to get the second half of the players’ pictures.

Exercise 6.2.28

In Example 5.1.3, assume that the book in question has 1000 pages. Let X be the number of pages with no mistakes. Show that
E(X) =905 and V(X) =86. Using these results, show that the probability is < .05 that there will be more than 924 pages
without errors or fewer than 866 pages without errors.

Exercise 6.2.29
Let X be Poisson distributed with parameter A. Show that V'(X) = X.'6.2'});
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