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5.4: Finding Distributions of Functions of Continuous Random Variables

Single Variable Case

In addition to considering the probability distributions of random variables simultaneously using joint distribution functions, there
is also occasion to consider the probability distribution of functions applied to random variables as the following example
demonstrates.

Example 5.4.1

Consider again the context of Example 5.2.2, where the random variable X represented the amount of gas stocked in a given week
at a specific gas station. In Example 5.3.5, we showed that the pdf of X is given by

fx(@) :{

322, for0<z<1
0, otherwise.

Suppose that the storage tank at the gas station holds 10,000 gallons, then 10,000X gives the number of gallons stocked in a
week. If the current price of gas is $3/gallon and there are fixed delivery costs of $2000, then the total cost to stock 10,000X
gallons in a given week is given by the following

3(10,000X)+2000 = C =30,000X +2000, (5.4.1)

where the random variable C' denotes the total cost of delivery.

One approach to finding the probability distribution of a function of a random variable relies on the relationship between the pdf
and cdf for a continuous random variable:

—[F(z)] = f(x) Pderivative of cdf = pdf”

As we will see in the following examples, it is often easier to find the cdf of a function of a continuous random variable, and then
use the above relationship to derive the pdf.

Example 5.4.2

Continuing with Example 5.4.1, we find the pdf of the total cost, C. First, we derive the cdf for X. If we let 0 <z <1, i.e., select
a value of x where the pdf of X is nonzero, then we have

Fx(m)zP(XS:C)Z/Z fX(t)dt:/0z3t2 dt =13 z =z

For any « < 0, the cdf of X is necessarily 0, since X cannot be negative (we cannot stock a negative proportion of the tank). And
for any z > 1, the cdf of X is necessarily equal to 1, since the proportion of gas stocked will always be less than or equal to 100%
of the tank's capacity. Putting it all together, we have the cdf of X given as follows:

0, =z<0
Fx(z)=14 2%, 0<z<l1 (5.4.2)
1, 1<z
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We can now use the cdf of X to find the cdf of C. Let ¢ denote a possible value for the random variable C. We relate the cdf of C
to the cdf of X by substituting the expression of C' in terms of X given in Equation 5.4.1, and then solving for X, as follows:

¢ —2000 c—2000
Fo(c)=P(C<c)=P X+2000<c)=P (X< —— " | =Fx | 0
o(c) = P(C < ¢) = P(30000X +2000 < c) ( < 35000 ) X( 30000 )

If 0 < (¢—2000)/30000 <1 = 2000 < ¢ < 32000, then, using the formula for the cdf of X we derived in Equation 5.4.2, we
find that the cdf of C'is

3
2000
Fo(c) = (C?A)W) . for 2000 < ¢ < 32000. (5.4.3)

Note that 2000 < ¢ < 32000 gives the possible values of C'. C' cannot be less than $2,000 because of the fixed delivery costs, and
C cannot be more than $32,000, which is the cost of stocking the entire tank.

We now find the pdf of C by taking the derivative of the cdf in Equation 5.4.3;

d d c—2000\° c—2000\° 1
- —IF - — | — = for 2 <c<32
fe(e) dc[ c(c)] dc l( 30000 ) ] 3( 30000 ) % (30000)’ ot 2000 < ¢ < 32000

Video: Motivating Example (Walkthrough of Examples 5.4.1 & 5.4.2)

Example 5.4.2 demonstrates the general strategy to finding the probability distribution of a function of a random variable: we first
find the cdf of the random variable in terms of the random variable it is a function of (assuming we know the cdf of that random
variable), then we differentiate to find the pdf. Let's look at another example before formalizing the strategy.

Example 5.4.3
Let X be uniform on [0, 1]. We find the pdf of Y = X 2.

Recall that the pdf for a uniform[0, 1] random variable is fx(z) =1, for 0 <z <1, and that the cdf is

0, =<0
Fx(z)={z, 0<z<l1
1, z>1

Note that the possible values of Y are 0 <y <1.
First, we find the cdf of Y, for 0 <y <1:

Fy(y)=P(Y <y)=P(X’<y)=P (X < /§) =Fx (\/§) = /9 for0 <y <1

Now we differentiate the cdf to get the pdf of Y:

=

o) = 2 B )] =5 [F] = vt for0 <y <1

The following formalizes the strategy we took to find the cdf's in the previous examples.
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Change-of-Variable Technique

Suppose that X is a continuous random variable with pdf fx (z), which is nonzero on interval I.
Further suppose that g is a differentiable function that is strictly monotonic on I.
Then the pdf of Y = g(X) is given by

frw)=rx(g7' ) x|— , forz € I andy = g(z). (5.4.4)

Video: Change-of-Variable Technique & Walkthrough of Example 5.4.5

Returning to Example 5.4.2, we demonstrate the Change-of-Variable technique.

Example 5.4.4

Recall that the random variable X denotes the amount of gas stocked. We now let Y denote the total cost of delivery for the gas
stocked, i.e., Y = 30000X + 2000. We know that the pdf of X is given by

fx(z) =322 for0 <z <1,

so that I = [0, 1], using the notation of the Change-of-Variable technique. We also have that y = g(z) = 30000z + 2000, and note
that g is increasing on the interval I. Thus, the Change-of-Variable technique can be applied, and so we find the inverse of g and its
derivative:

_ y—2000 d d [y—2000] 1

— g1 - —Jg7 1! _ —_— —
T=9" =550 ! FZl @I=7 | 30000 | ~ 30000

So, applying Change-of-Variable formula given in Equaton 5.4.4, we get

d 1 2 2 1
3(y 000) y

fr(y) = fx(97"(y)) x @[9‘1 ®)] =30 ®)* > 35000 = 3| 30000 30000’

which matches the result found in Example 5.4.2.

Informally, the Change-of-Variable technique can be restated as follows.

1. Find the cdf of Y = g(X) in terms of the cdf for X using the inverse of g, i.e., isolate X.
2. Take the derivative of the cdf of Y to get the pdf of Y using the chain rule. An absolute value is needed if g is decreasing.

The advantage of the Change-of-Variable technique is that we do not have to find the cdf of X in order to find the pdf of Y, as the
next example demonstrates.

Example 5.4.5

Let the random variable X have pdf given by fx(z) =5z*, for 0 <z <1, i.e., I =[0,1]. Also, let g(x) =1 —z?* . To find the
pdf for Y = g(X)=1— X2 , we first find g 1:
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Now we can find the derivative of g~1:

Applying the Change-of-Variable formula we find the pdf of Y:

fy(y)=fx(g*1(y))X‘diy[gfl(y)]‘=5( T—y)" x B =%( Ti—y)®, for0<y<l.

The Change-of-Variable technique requires that a monotonic function g is applied. However, if that is not the case, we can just
consider the monotonic pieces separately, as in the next example.

Example 5.4.6
Let X be uniform on [—1, 1]. Then the pdf of X is

1
fX(x)zi’ for —1 <z <1,

and the cdf of X is
0, forx < —1
Fx(z)= w—2|—1’ for —1<z<1
1, forz >1

We find the pdf for Y = X?2.
Following the general strategy, we first find the cdf of Y in terms of X:
Fy(y)=P(Y <y) =P(X*<y)=0, ify<0
and Fy(y) =P (- <X <,f), ify>0
_ VIl —y+1

= Fy(y) =Fx (\/g)_FX (_\/y): 9 2 :\/ga ifOS\/ﬂfla
which gives
0 ify<0
Fy(y)=} ¥ if0<y<l1
1, ify>1

Now we take the derivative of the cdf to get the pdf of Y
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d—y[0]=0, ify <0
d d . _ 1 )
fr(v) = 5, Py ()] = d_ywy]zz_\/y’ ifo<y<1
d%[l]zo, ify >1

1
= if0<y<1
2,y

0, otherwise
Video: Bonus Example

Special Case: Normal Distributions

Functions of normally distributed random variables are of particular importance in statistics. In the next example, we derive the
probability distribution of the square of a standard normal random variable.

Example 5.4.7
Let Z be a standard normal random variable, i.e., Z ~ N(0,1). We find the pdf of Y = Z 2,

Let & denote the cdf of Z, i.e., ®(2) = P(Z < 2) = Fz(z) . We first find the cdf of Y = Z? in terms of & (recall that there is no
closed form expression for ®):
Fy(y) = P(Y <y) —P( <y)
P (- fﬁ < Vi), fory >0
y)—

® (v —V)

Note that if y < 0, then Fy(y) =0, since it is not possible for Y = Z?2 to be negative. In other words, the possible values of
Y =22 arey > 0.

Next, we take the derivative of the cdf of Y to find its pdf. Before doing so, we note that if ® is the cdf for Z, then its derivative is
the pdf for Z, which is denoted ¢. Since Z is a standard normal random variable, we know that

o(2) = fz(2) =

722/2

1
€ )
V2T

for z € R.

Using this, we now find the pdf of Y:
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In summary, if Y = Z2, where Z ~ N(0, 1), then the pdf for Y is given by

Fr(w) = L v fory >0
,\/ﬂ I -

Note that the pdf for Y is a gamma pdf with a =\ = % . This is also referred to as the chi-square distribution, denoted 2. See
below for a video walkthrough of this example.

Multivariate Case

We can extend the Change-of-Variable technique to the multivariate case as well.

Example 5.4.8
Suppose that X and Y have joint pdf given by

flz,y)=e", for0<y<z<oo.

The following figure shows the region (shaded in blue) over which the joint pdf of X and Y is nonzero.

y

[}
=

S

0

Let's define the random variable W = ¢g(X,Y) = X —Y , and find the pdf of W.
First, we find the cdf of W,
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for which we need to find where the region given by {(z,y)|z —y < w} intersects the region over which the joint pdf f(z,y)is
nonzero. Note that if w < 0, then P(X —Y <w) =0, since there is no intersection with where the joint pdf f(z, y)is nonzero. If

w > 0, then

y+w

dy

Y

In summary, we have found the following

We then take derivative of cdf to find pdf:

d 0, ifw<0
fw(w) = %[FW(U’)] = { d

wll—e¥]=e", ifw>0

Note: W is exponential with A =1.

Video: Walkthrough of Example 5.4.8

Using Moment-Generating Functions

There is another approach to finding the probability distribution of functions of random variables, which involves moment-

generating functions. Recall the following properties of mgf's.

Theorem 3.8.4

The mgf Mx(t) of random variable X uniquely determines the probability distribution of X. In other words, if random
variables X and Y have the same mgf, Mx (t) = My (t), then X and Y have the same probability distribution.

Theorem 3.8.2

given by

My (t) = e Mx (at).

Let X be a random variable with mgf Mx (t), and let a, b be constants. If random variable Y = aX +b , then the mgf of Y is
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p

Theorem 3.8.3

If X;,...,X, are independent random variables with mgf's Mx, (t),..., Mx, (t), respectively, then the mgf of random
variable Y = X +- .- 4+ X,, is given by

My (t) = Mx, (t) - - Mx, (¢)-

Theorem 3.8.4 states that mgf's are unique, and Theorems 3.8.2 & 3.8.3 combined provide a process for finding the mgf of a linear
combination of random variables. All three theorems provide a Moment-Generating-Function technique for finding the probability
distribution of a function of random variable(s), which we demonstrate with the following examples involving the normal
distribution.

Example 5.4.9
Suppose that X ~ N(u, o). It can be shown that the mgf of X is given by

Mx(t) = D fort € R,

Using this mgf formula, we can show that Z = has the standard normal distribution.

1. Note that if Z ~ N(0, 1), then the mgf is My (t) = e"tH1'/2) — t*/2
X - 1 —
2. Also note that B (—) X+ (_,u) , s0 by Theorem 3.8.2,
o

(o (o

t
M%X—% (t)Ie_%tMX (;) =et2/2.

Thus, we have shown that Z and have the same mgf, which by Theorem 3.8.4, says that they have the same distribution.

Now suppose X7, ..., X, are each independent normally distributed with means y, ..., u, and sd's oy, . . . , o5, respectively.

Let's find the probability distribution of the sum Y =ay X7 +- - - 4+a,X, (ai,...,a, constants) using the mgf technique:

By Theorem 3.8.2, we have
M, x,(t) = Mx, (a;t) = M@t o0 @02 forg—1,...
and then by Theorem 3.8.3 we get the following:

My (t) =M x, (t) M, x, (t) < Mg, x, (t)

_ eulaltﬂrfaftzﬂeu2a2t+a§a§t2/2 . e,unantJro%a%t?/?
2
— elmartmart - +p,an)t+(ofai+o3 a3+ - +oian) 5

= My(t) = ettt /2

Thus, by Theorem 3.8.4,Y ~ N (py,0y).

The second part of Example 5.4.9 proved the following.

https://stats.libretexts.org/@go/page/3275


https://libretexts.org/
https://stats.libretexts.org/@go/page/3275?pdf
https://stats.libretexts.org/Courses/Saint_Mary's_College_Notre_Dame/MATH_345__-_Probability_(Kuter)/3%3A_Discrete_Random_Variables/3.8%3A_Moment-Generating_Functions_(MGFs)_for_Discrete_Random_Variables#Theorem_.5C(.5CPageIndex.7B3.7D.5C)
https://stats.libretexts.org/Courses/Saint_Mary's_College_Notre_Dame/MATH_345__-_Probability_(Kuter)/3%3A_Discrete_Random_Variables/3.8%3A_Moment-Generating_Functions_(MGFs)_for_Discrete_Random_Variables#Theorem_.5C(.5CPageIndex.7B4.7D.5C)
https://stats.libretexts.org/Courses/Saint_Mary's_College_Notre_Dame/MATH_345__-_Probability_(Kuter)/3%3A_Discrete_Random_Variables/3.8%3A_Moment-Generating_Functions_(MGFs)_for_Discrete_Random_Variables#Theorem_.5C(.5CPageIndex.7B2.7D.5C)
https://stats.libretexts.org/Courses/Saint_Mary's_College_Notre_Dame/MATH_345__-_Probability_(Kuter)/3%3A_Discrete_Random_Variables/3.8%3A_Moment-Generating_Functions_(MGFs)_for_Discrete_Random_Variables#Theorem_.5C(.5CPageIndex.7B3.7D.5C)

LibreTextsw

Sums of Independent Normal Random Variables
If Xj, ..., X, are mutually independent normal random variables with means p1, ..., 4, and standard deviations o7y, ..., op,
respectively, then the linear combination

Y=a1 X1+ -+ X, ZzaiXi»
i1

is normally distributed with the following mean and variance:

Ky =a1py +- -+ apptn =

n n
a; g a%:afaf—i—---%—ana'%: g afaf
i=1 i=1

Video: Functions of Normal Random Variables

This page titled 5.4: Finding Distributions of Functions of Continuous Random Variables is shared under a not declared license and was authored,

remixed, and/or curated by Kristin Kuter.
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