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1.1: Research Designs

Research Designs

In the early 1970’s, a man named Uri Geller tricked the world: he convinced hundreds of thousands of people that he could bend
spoons and slow watches using only the power of his mind. In fact, if you were in the audience, you would have likely believed he
had psychic powers. Everything looked authentic—this man had to have paranormal abilities! So, why have you probably never
heard of him before? Because when Uri was asked to perform his miracles in line with scientific experimentation, he was no longer
able to do them. That is, even though it seemed like he was doing the impossible, when he was tested by science, he proved to be
nothing more than a clever magician.

When we look at dinosaur bones to make educated guesses about extinct life, or systematically chart the heavens to learn about the
relationships between stars and planets, or study magicians to figure out how they perform their tricks, we are forming observations
—the foundation of science. Although we are all familiar with the saying “seeing is believing,” conducting science is more than
just what your eyes perceive. Science is the result of systematic and intentional study of the natural world. And soical science is no
different. In the movie Jerry Maguire, Cuba Gooding, Jr. became famous for using the phrase, “Show me the money!” In
education, as in all sciences, we might say, “Show me the data!”

One of the important steps in scientific inquiry is to test our research questions, otherwise known as hypotheses. However, there are
many ways to test hypotheses in educational research. Which method you choose will depend on the type of questions you are
asking, as well as what resources are available to you. All methods have limitations, which is why the best research uses a variety
of methods.

Experimental Research

If somebody gave you $20 that absolutely had to be spent today, how would you choose to spend it? Would you spend it on an item
you’ve been eyeing for weeks, or would you donate the money to charity? Which option do you think would bring you the most
happiness? If you’re like most people, you’d choose to spend the money on yourself (duh, right?). Our intuition is that we’d be
happier if we spent the money on ourselves.

Knowing that our intuition can sometimes be wrong, Professor Elizabeth Dunn (2008) at the University of British Columbia set out
to conduct an experiment on spending and happiness. She gave each of the participants in her experiment $20 and then told them
they had to spend the money by the end of the day. Some of the participants were told they must spend the money on themselves,
and some were told they must spend the money on others (either charity or a gift for someone). At the end of the day she measured
participants’ levels of happiness using a self-report questionnaire.

In an experiment, researchers manipulate, or cause changes, in the independent variable, and observe or measure any impact of
those changes in the dependent variable. The independent variable is the one under the researcher’s control, or the variable that is
intentionally altered between groups. In the case of Dunn’s experiment, the independent variable was whether participants spent the
money on themselves or on others. The dependent variable is the variable that is not manipulated at all, or the one where the effect
happens. One way to help remember this is that the dependent variable “depends” on what happens to the independent variable. In
our example, the participants’ happiness (the dependent variable in this experiment) depends on how the participants spend their
money (the independent variable). Thus, any observed changes or group differences in happiness can be attributed to whom the
money was spent on. What Dunn and her colleagues found was that, after all the spending had been done, the people who had spent
the money on others were happier than those who had spent the money on themselves. In other words, spending on others causes us
to be happier than spending on ourselves. Do you find this surprising?

But wait! Doesn’t happiness depend on a lot of different factors—for instance, a person’s upbringing or life circumstances? What if
some people had happy childhoods and that’s why they’re happier? Or what if some people dropped their toast that morning and it
fell jam-side down and ruined their whole day? It is correct to recognize that these factors and many more can easily affect a
person’s level of happiness. So how can we accurately conclude that spending money on others causes happiness, as in the case of
Dunn’s experiment?

The most important thing about experiments is random assignment. Participants don’t get to pick which condition they are in
(e.g., participants didn’t choose whether they were supposed to spend the money on themselves versus others). The experimenter
assigns them to a particular condition based on the flip of a coin or the roll of a die or any other random method. Why do
researchers do this? With Dunn’s study, there is the obvious reason: you can imagine which condition most people would choose to
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be in, if given the choice. But another equally important reason is that random assignment makes it so the groups, on average, are
similar on all characteristics except what the experimenter manipulates.

By randomly assigning people to conditions (self-spending versus other-spending), some people with happy childhoods should end
up in each condition. Likewise, some people who had dropped their toast that morning (or experienced some other disappointment)
should end up in each condition. As a result, the distribution of all these factors will generally be consistent across the two groups,
and this means that on average the two groups will be relatively equivalent on all these factors. Random assignment is critical to
experimentation because if the only difference between the two groups is the independent variable, we can infer that the
independent variable is the cause of any observable difference (e.g., in the amount of happiness they feel at the end of the day).

Here’s another example of the importance of random assignment: Let’s say your class is going to form two basketball teams, and
you get to be the captain of one team. The class is to be divided evenly between the two teams. If you get to pick the players for
your team first, whom will you pick? You’ll probably pick the tallest members of the class or the most athletic. You probably won’t
pick the short, uncoordinated people, unless there are no other options. As a result, your team will be taller and more athletic than
the other team. But what if we want the teams to be fair? How can we do this when we have people of varying height and ability?
All we have to do is randomly assign players to the two teams. Most likely, some tall and some short people will end up on your
team, and some tall and some short people will end up on the other team. The average height of the teams will be approximately the
same. That is the power of random assignment!

Other considerations

In addition to using random assignment, you should avoid introducing confounding variables into your experiments. Confounding
variables are things that could undermine your ability to draw causal inferences. For example, if you wanted to test if a new happy
pill will make people happier, you could randomly assign participants to take the happy pill or not (the independent variable) and
compare these two groups on their self-reported happiness (the dependent variable). However, if some participants know they are
getting the happy pill, they might develop expectations that influence their self-reported happiness. This is sometimes known as a
placebo effect. Sometimes a person just knowing that he or she is receiving special treatment or something new is enough to
actually cause changes in behavior or perception: In other words, even if the participants in the happy pill condition were to report
being happier, we wouldn’t know if the pill was actually making them happier or if it was the placebo effect—an example of a
confound. Even experimenter expectations can influence the outcome of a study. For example, if the experimenter knows who
took the happy pill and who did not, and the dependent variable is the experimenter’s observations of people’s happiness, then the
experimenter might perceive improvements in the happy pill group that are not really there.

One way to prevent these confounds from affecting the results of a study is to use a double-blind procedure. In a double-blind
procedure, neither the participant nor the experimenter knows which condition the participant is in. For example, when participants
are given the happy pill or the fake pill, they don’t know which one they are receiving. This way the participants shouldn’t
experience the placebo effect, and will be unable to behave as the researcher expects (participant demand). Likewise, the researcher
doesn’t know which pill each participant is taking (at least in the beginning—Iater, the researcher will get the results for data-
analysis purposes), which means the researcher’s expectations can’t influence his or her observations. Therefore, because both
parties are “blind” to the condition, neither will be able to behave in a way that introduces a confound. At the end of the day, the
only difference between groups will be which pills the participants received, allowing the researcher to determine if the happy pill
actually caused people to be happier.

Quasi-Experimental Designs

What if you want to study the effects of marriage on a variable? For example, does marriage make people happier? Can you
randomly assign some people to get married and others to remain single? Of course not. So how can you study these important
variables? You can use a quasi-experimental design. A quasi-experimental design is similar to experimental research, except that
random assignment to conditions is not used. Instead, we rely on existing group memberships (e.g., married vs. single). We treat
these as the independent variables, even though we don’t assign people to the conditions and don’t manipulate the variables. As a
result, with quasi-experimental designs causal inference is more difficult. For example, married people might differ on a variety of
characteristics from unmarried people. If we find that married participants are happier than single participants, it will be hard to say
that marriage causes happiness, because the people who got married might have already been happier than the people who have
remained single.

Because experimental and quasi-experimental designs can seem pretty similar, let’s take another example to distinguish them.
Imagine you want to know who is a better professor: Dr. Smith or Dr. Khan. To judge their ability, you’re going to look at their
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students’ final grades. Here, the independent variable is the professor (Dr. Smith vs. Dr. Khan) and the dependent variable is the
students’ grades. In an experimental design, you would randomly assign students to one of the two professors and then compare the
students’ final grades. However, in real life, researchers can’t randomly force students to take one professor over the other; instead,
the researchers would just have to use the preexisting classes and study them as-is (quasi-experimental design). Again, the key
difference is random assignment to the conditions of the independent variable. Although the quasi-experimental design (where the
students choose which professor they want) may seem random, it’s most likely not. For example, maybe students heard Dr. Smith
sets low expectations, so slackers prefer this class, whereas Dr. Khan sets higher expectations, so smarter students prefer that one.
This now introduces a confounding variable (student intelligence) that will almost certainly have an effect on students’ final grades,
regardless of how skilled the professor is. So, even though a quasi-experimental design is similar to an experimental design (i.e., it
has a manipulated independent variable), because there’s no random assignment, you can’t reasonably draw the same conclusions
that you would with an experimental design.

Non-Experimental Studies

When scientists passively observe and measure phenomena it is called non-experimental research. Here, we do not intervene and
change behavior, as we do in experiments. In non-experimental research, we identify patterns of relationships, but we usually
cannot infer what causes what. Importantly, with non-experimental research, you can examine only two variables at a time, no
more and no less.

So, what if you wanted to test whether spending on others is related to happiness, but you don’t have $20 to give to each
participant? You could use a non-experimental research — which is exactly what Professor Dunn did, too. She asked people how
much of their income they spent on others or donated to charity, and later she asked them how happy they were. Do you think these
two variables were related? Yes, they were! The more money people reported spending on others, the happier they were. This
indicates a positive correlation!

If generosity and happiness are positively correlated, should we conclude that being generous causes happiness? Similarly, if height
and pathogen prevalence are negatively correlated, should we conclude that disease causes shortness? From a correlation alone, we
can’t be certain. For example, in the first case it may be that happiness causes generosity, or that generosity causes happiness. Or, a
third variable might cause both happiness and generosity, creating the illusion of a direct link between the two. For example,
wealth could be the third variable that causes both greater happiness and greater generosity. This is why correlation does not
mean causation—an often repeated phrase among psychologists.

One particular type of non-experimental research is the longitudinal study. Longitudinal studies are typically observational in
nature. They track the same people over time. Some longitudinal studies last a few weeks, some a few months, some a year or
more. Some studies that have contributed a lot to a given topic by following the same people over decades. For example, one study
followed more than 20,000 Germans for two decades. From these longitudinal data, psychologist Rich Lucas (2003) was able to
determine that people who end up getting married indeed start off a bit happier than their peers who never marry. Longitudinal
studies like this provide valuable evidence for testing many theories in social sciences, but they can be quite costly to conduct,
especially if they follow many people for many years.

Tradeoffs in Research

Even though there are serious limitations to non-experimental and quasi-experimental research, they are not poor cousins to
experiments designs. In addition to selecting a method that is appropriate to the question, many practical concerns may influence
the decision to use one method over another. One of these factors is simply resource availability—how much time and money do
you have to invest in the research? Often, we survey people even though it would be more precise—but much more difficult—to
track them longitudinally. Especially in the case of exploratory research, it may make sense to opt for a cheaper and faster method
first. Then, if results from the initial study are promising, the researcher can follow up with a more intensive method.

Beyond these practical concerns, another consideration in selecting a research design is the ethics of the study. For example, in
cases of brain injury or other neurological abnormalities, it would be unethical for researchers to inflict these impairments on
healthy participants. Nonetheless, studying people with these injuries can provide great insight into human mind (e.g., if we learn
that damage to a particular region of the brain interferes with emotions, we may be able to develop treatments for emotional
irregularities). In addition to brain injuries, there are numerous other areas of research that could be useful in understanding the
human mind but which pose challenges to a true experimental design — such as the experiences of war, long-term isolation,
abusive parenting, or prolonged drug use. However, none of these are conditions we could ethically experimentally manipulate and
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randomly assign people to. Therefore, ethical considerations are another crucial factor in determining an appropriate research
design.

Research Methods: Why You Need Them

Just look at any major news outlet and you’ll find research routinely being reported. Sometimes the journalist understands the
research methodology, sometimes not (e.g., correlational evidence is often incorrectly represented as causal evidence). Often, the
media are quick to draw a conclusion for you. After reading this module, you should recognize that the strength of a scientific
finding lies in the strength of its methodology. Therefore, in order to be a savvy producer and/or consumer of research, you need to
understand the pros and cons of different methods and the distinctions among them.
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