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6.4: Estimating the Binomial with the Normal Distribution

We found earlier that various probability density functions are the limiting distributions of others; thus, we can estimate one with
another under certain circumstances. We will find here that the normal distribution can be used to estimate a binomial process. The
Poisson was used to estimate the binomial previously, and the binomial was used to estimate the hypergeometric distribution.

In the case of the relationship between the hypergeometric distribution and the binomial, we had to recognize that a binomial
process assumes that the probability of a success remains constant from trial to trial: a head on the last flip cannot have an effect on
the probability of a head on the next flip. In the hypergeometric distribution this is the essence of the question because the
experiment assumes that any "draw" is without replacement. If one draws without replacement, then all subsequent "draws" are
conditional probabilities. We found that if the hypergeometric experiment draws only a small percentage of the total objects, then
we can ignore the impact on the probability from draw to draw.

Imagine that there are 312 cards in a deck comprised of 6 normal decks. If the experiment called for drawing only 10 cards, less
than 5% of the total, than we will accept the binomial estimate of the probability, even though this is actually a hypergeometric
distribution because the cards are presumably drawn without replacement.

The Poisson likewise was considered an appropriate estimate of the binomial under certain circumstances. In Random Discrete
Variables we found that if the number of trials of interest is large and the probability of success is small, such that u =np < 7, the
Poisson can be used to estimate the binomial with good results. Again, these rules of thumb do not in any way claim that the actual
probability is what the estimate determines, only that the difference is in the third or fourth decimal and is thus de minimus.

Here, again, we find that the normal distribution makes particularly accurate estimates of a binomial process under certain
circumstances. Figure 6.4.1is a frequency distribution of a binomial process for the experiment of flipping three coins where the
random variable is the number of heads. The sample space is listed below the distribution. The experiment assumed that the
probability of a success is 0.5 ; the probability of a failure, a tail, is thus also 0.5 . In observing Figure 6.4.1 we are struck by the
fact that the distribution is symmetrical. The root of this result is that the probabilities of success and failure are the same, 0.5 . If
the probability of success were smaller than 0.5 , the distribution becomes skewed right. Indeed, as the probability of success
diminishes, the degree of skewness increases. If the probability of success increases from 0.5, then the skewness increases in the
lower tail, resulting in a left-skewed distribution.
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The reason the skewness of the binomial distribution is important is because if it is to be estimated with a normal distribution, then
we need to recognize that the normal distribution is symmetrical. The closer the underlying binomial distribution is to being
symmetrical, the better the estimate that is produced by the normal distribution. Figure 6.4.2 shows a symmetrical normal
distribution transposed on a graph of a binomial distribution where p = 0.2 and n = 5. The discrepancy between the estimated
probability using a normal distribution and the probability of the original binomial distribution is apparent. The criteria for using a
normal distribution to estimate a binomial thus addresses this problem by requiring BOTH np AND n (1 — p) are greater than five.
Again, this is a rule of thumb, but is effective and results in acceptable estimates of the binomial probability.
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? Exercise 6.4.1

Imagine that it is known that only 10% of Australian Shepherd puppies are born with what is called "perfect symmetry" in their
three colors, black, white, and copper. Perfect symmetry is defined as equal coverage on all parts of the dog when looked at in
the face and measuring left and right down the centerline. A kennel would have a good reputation for breeding Australian
Shepherds if they had a high percentage of dogs that met this criterion. During the past 5 years and out of the 100 dogs born to
Dundee Kennels, 16 were born with this coloring characteristic.

Problem
What is the probability that, in 100 births, more than 16 would have this characteristic?

Answer

If we assume that one dog's coloring is independent of other dogs' coloring, a bit of a brave assumption, this becomes a classic
binomial probability problem.

The statement of the probability requested is 1 — [p(X =0) +p(X =1)+p(X =2)+...+p(X =16)] . This requires us
to calculate 17 binomial formulas and add them together and then subtract from one to get the right hand part of the distribution.
Alternatively, we can use the normal distribution to get an acceptable answer and in much less time.

First, we need to check if the binomial distribution is symmetrical enough to use the normal distribution. We know that the
binomial for this problem is skewed because the probability of success, 0.1, is not the same as the probability of failure, 0.9 .
Nevertheless, both np =10 and (1 —p) =90 are larger than 5, the cutoff for using the normal distribution to estimate the
binomial.

Figure 6.12 below shows the binomial distribution and marks the area we wish to know. The mean of the binomial, 10, is also
marked, and the standard deviation is written on the side of the graph: o = , /ipg = 3. The area under the distribution from
zero to 16 is the probability requested, and has been shaded in. Below the binomial distribution is a normal distribution to be
used to estimate this probability. That probability has also been shaded.
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Figure 6.4.3

Standardizing from the binomial to the normal distribution as done in the past shows where we are asking for the probability
from 16 to positive infinity, or 100 in this case. We need to calculate the number of standard deviations 16 is away from the
mean: 10.

z—p 16-10

o 3 B
We are asking for the probability beyond two standard deviations, a very unlikely event. We look up two standard deviations in
the standard normal table and find the area from zero to two standard deviations is 0.4772 . We are interested in the tail,
however, so we subtract 0.4772 from 0.5 and thus find the area in the tail. Our conclusion is the probability of a kennel having
16 dogs with "perfect symmetry" is 0.0228 . Dundee Kennels has an extraordinary record in this regard.

Z= 2 (6.4.1)

Mathematically, we write this as:

1-[p(X=0)+p(X =1)+p(X =2)+...+p(X =16)] = p(X > 16) =p(Z > 2) = 0.0228 (6.4.2)

& Trylt6.4.1

Let’s assume that only 10% of the wooden furniture made by a carpenter is made to the exact dimensions in the blueprint.
During the last 3 years, the carpenter has made 100 pieces of wooden furniture, and 16 were found to be made to the exact
dimensions in the blueprint.

What is the probability that, in 100 wooden furniture items, more than 16 would be made to the exact dimensions of the
blueprint?

6.4: Estimating the Binomial with the Normal Distribution is shared under a not declared license and was authored, remixed, and/or curated by
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