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4.3.1: Multinomial Distributions - Optional Material

Define multinomial random variable
Develop the multinomial distribution

Counting Outcomes of Random Experiments
Consider the game of chess; a game can end in one of three ways: win, lose, or draw. For a pair of grandmasters, we may have an
empirical estimation for the probability of each outcome based on the outcomes of previous games. If we knew they were going to be
playing a set number of games  soon, we might be interested in the probability that the one player wins  times, the second player
wins  times, and they draw  times. Can we develop a random variable to handle such a task? The answer is yes; the multinomial
random variable is a generalization of the binomial random variable. In binomial random variables, we counted the number of
successful trials, which, given that we had a fixed number of trials, also set the number of failures. With three options, we must maintain
counts for two of the outcomes. So, our random variable returns a coordinate pair of values.

Suppose that Magnus Carlsen and Fabiano Caruana (the two top grandmasters in June ) are set to play  games against each other
in a friendly tournament. For each game, we estimate that Magnus has a  chance to win while Fabiano has a  chance to win.
This leaves a  chance of a draw. What is the probability that of the  games, Magnus wins  games, Fabiano wins  games, and
they draw on  games? Given the grandmaster status of these players, we assume that the results of previous games do not affect
performances in current and future games.

We set some notation for the problem.  =  because  games are to be played,  =  (number to be won by Magnus),  = 
(number to be won by Fabiano),  =  (number of draws),  =  (probability that Magnus wins a game),  =  (probability
that Fabiano wins a game),  =  (probability of a draw). As mentioned above, the multinomial variable  that counts the number
of wins of each player in  games takes on coordinate pairs of values, ,\) and we are interested in the probability that 
and  

With  games and  possible outcomes for each game, considering every possible sequence of  outcomes is out of the question. We
would have   sequences to consider. Hopefully, we can build on our understanding of the binomial random variable.
Recall that the probability of a particular sequence of outcomes of all the trials depended on the total number of successes and failures.
The order in which they occurred did not matter. This probability was  We then counted the number of ways that a number of
successes and failures could happen,  which led to our probability computation of 

A similar line of reasoning will help us develop a probability distribution function for multinomial variables. Just as with binomial
random variables, the probability of a particular sequence of outcomes depends on the values of   and   We
arrive at the probability computation  The only issue remains to count the number of such sequences that have given  and 

 values. Here, we refer to the optional material in chapter  distinguishable permutations. We have three outcomes that we are
assigning to particular trials, and the order in which a trial is assigned to one of these outcomes does not matter. We can, therefore, count
the number of sequences that have given  and  values with this computation: . We conclude that the probability distribution
function for a multinomial random variable  with  outcomes and  trials.

We can answer our original question in the context of chess: 
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Suppose that Magnus and Fabiano decide that  games are too many and reduce it to just  games. Produce the probability
distribution for the multinomial random variable  that counts each of their wins.

Answer

Since there are three outcomes that we are interested in rather than just two with binomial random variables, we have many more
options to consider,  options in fact.

Table : Probability distribution for the random variable 

Multinomial random variables can extend to counting many more outcomes. We conclude this section by generalizing the multinomial
random variable where we count  outcomes. The probability distribution function for a multinomial random variable  with 
outcomes and  trials is given below.

Note that the binomial distribution is a special case of the multinomial distribution when 
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