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10.4: ANOVA
In the previous sections, we compared proportions from three or more populations. In this section, we will learn about Analysis of
Variance, which allows us to compare three or more means. We abbreviate Analysis of Variance as ANOVA. To use One-Way
ANOVA, we must make sure that samples are random, independent, and are drawn from each of  populations that are normal with
equal variances. The test is robust meaning that moderate departures from these assumptions still yield fairly reliable results. 
 

Dentists use metal alloys to make fillings. Many metals, such as pure gold, are too soft to use for fillings, but they can be hardened
by adding other metals at different melting temperatures to make alloys.

Researchers used three different methods to make gold alloys for dental fillings. Vickers hardness numbers are recorded for
samples of each method below. A Vickers Hardness Number is a measure of a material’s hardness. The higher the number, the
harder the material. For example, diamonds are extremely hard and have a Vickers hardness number of 10,000. 
 

The table below displays the Vickers hardness numbers for gold alloys from three different methods. 
 

(A) Method 1 (B) Method 2 (C) Method 3

805 856 608

675 956 927

702 892 926

793 956 861

689 1214 764

804 724 645

919  743

765   

 
We will use these data to test the claim that the mean hardness number is the same for each alloy method at a 5% level of
significance.

Step 1: Determine the Hypotheses

The null hypothesis is that the population means (three or more) are equal which opposes the alternative hypothesis that at least one
population mean is different from one of the others.

1. State the null and alternative hypotheses for this hypothesis test. 
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Step 2: Collect the Data
When conducting the ANOVA test by hand, we must determine the mean and variance of each sample.

2. Calculate the mean for each sample using desmos.

 
 

 

 
 

 
 

3. Compute the variance (rounded to two decimal places) for each sample using the var function in desmos. Recall that the
variance is the square of the standard deviation.

 
 

 

 
 

 
 

Step 3: Assess the Evidence
To conduct the test, a sample is drawn from each of the  populations. When the sample sizes are all equal, the -statistic uses two
different estimates of the variance  that is common to each of the  populations. The test statistic is denoted as , named for
the statistician, Ronald Fisher.

When the sample sizes are not all equal these variances become more complicated. Variance is the square of standard deviation. We
have seen the formula for standard deviation before.

Squaring this gives the formula for variance.

The variance between the samples uses , the variance of k sample means.

We can update the variance between the samples by moving the variable sample size into the sum which is the variance of the
sample means.
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In this formula,  is the number of samples, and  is the grand mean. The grand mean can be found in two ways:

The mean of all the observations. So, you find the sum of all of the values in all of the samples and divide by the total number
of observations. 
 
The weighted mean of the sample means. The weighted mean assigns weights to values based on the sample sizes. The
weighted mean assigns weights to values based on the sample sizes. This weighted mean can be expressed by the formula
below where n refers to a sample size,  refers to a sample mean, and N is the sum of the sample sizes, or total number of
observations:

4. Compute the grand mean. 
 
a. Multiply each sample mean by its weight - its sample size. In the table below, for each sample, enter the product  into

the corresponding cell in the third column. 
 

b. In the Totals row of the table, enter in the total number of observations, , and the sum of the products . 
 

Method

1    

2    

3    

Totals  -----------------  

 
 

c. The grand mean  is the sum of the products  divided by N. Enter in the grand mean below. Round to two decimal
places. 
 

 
 

The numerator of the -statistic estimates the common population variance  using the variance between the samples. The
numerator of the variance between the samples is often referred to as the Sum of Squares between the samples , 
 

To compute this, for each sample mean, we find the square of sample mean minus grand mean, and multiply this value by the
sample size. We then add all the products together. 
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5. Compute  using the table below. 
 
a. For each sample, find the difference between the sample mean and grand mean, square it, then multiply the squared

difference by the sample size. Enter the result into the corresponding cell in the third column in the table below. 
 

Method

1    

2    

3    

Totals  ---------------------  

 
 

b. Sum of Squares between the samples, , is the sum of the values in the third column in the previous table. Enter the
value below. Round to two decimal places.

 
Dividing  by its degrees of freedom  gives the variance between samples. The variance between the samples is
labeled , because it is the Mean of the Squared deviations between the sample means and the grand mean 

, 
 

 
 

6. Compute  by dividing  by its degrees of freedom. Remember that k is the number of samples. 
 

 
 

The denominator of the F-statistic estimates the common population variance  using the variance within the samples. When the
sample sizes are different, this is the weighted mean of the sample variances, using the degrees of freedom (n − 1) as weights.

 

 
The numerator of the variance within the samples is the corresponding sum of squares , 
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7. Compute  using the table below. 
 
a. For each sample, multiply the degrees of freedom by variance. Enter the result into the corresponding cell in the third

column in the table below. Round to the nearest whole number. 
 

Method

1    

2    

3    

Totals  -----------------  

b. Sum of Squares within the samples, , is the sum of the values in the third column in the previous table. Enter the
value below. 

The degrees of freedom for  is the sum of the degrees of freedom for each variance that it uses, . The
variance within the samples is labeled , because it is the Mean of the Squared deviations within the samples. This is 

 divided by its degrees of freedom. 
 

8. Compute  below. Round to two decimal places. 
 

As before, the -test statistic is the ratio of the variance between the samples  and the variance within the samples 
. 

 
 

9. Compute the -test statistic for this hypothesis test. Round to two decimal places. 

 
The degrees of freedom for the numerator of the test statistic are . The degrees of freedom for the denominator of the
test statistic are . 
 

10. What are the degrees of freedom for variance in the numerator and in the denominator of the F-test statistic? 
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Both  and  are estimates of the common population variance , computed under the assumption that the null
hypothesis is true. If the null hypothesis is true, and the samples are from populations with the same mean, the two estimates of the
common population variance should be similar, and the -test statistic should be close to one.

When the null hypothesis is false, the sample means should be very different, and their standard deviation, , will be large,
causing the variance between the samples to be larger than the variance within the samples. This will yield a large -test statistic
and a small P-value in the right tail of the distribution of -statistics. This is why the -test is always a right-tailed test.

11. We use the desmos graph, https://www.desmos.com/calculator/cmjmq0smlb, to determine P-values for this F-test. Compute the
P-value for this hypothesis test. 
 
 

Step 4: Make a Decision and State a Conclusion
12. What can we conclude about the null and alternative hypotheses? 

 
 
 
 

13. Write a conclusion to the hypothesis test in the context of this problem. 
 
 
 
 

Summary
When conducting a test comparing  or more means using One-Way ANOVA with unequal sample sizes, the null and
alternative hypotheses are

The test statistic is

where

and

In these formulas,  and . The degrees of freedom for the numerator are  and the degrees of freedom
for the denominator are . This test is always right-tailed. 
 
Use this desmos graph, https://www.desmos.com/calculator/cmjmq0smlb, to compute the P-value. 
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