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2.8: Reliability, Validity, and Results

2.8.0.1 Reliability

Reliability refers to the consistency of our measurements. One common form of reliability, known as “test-retest reliability”,
measures how well the measurements agree if the same measurement is performed twice. For example, I might give you a
questionnaire about your attitude towards statistics today, repeat this same questionnaire tomorrow, and compare your answers on
the two days; we would hope that they would be very similar to one another, unless something happened in between the two tests
that should have changed your view of statistics (like reading this book!).

Another way to assess reliability comes in cases where the data include subjective judgments. For example, let’s say that a
researcher wants to determine whether a treatment changes how well an autistic child interacts with other children, which is
measured by having experts watch the child and rate their interactions with the other children. In this case we would like to make
sure that the answers don’t depend on the individual rater — that is, we would like for there to be high inter-rater reliability. This
can be assessed by having more than one rater perform the rating, and then comparing their ratings to make sure that they agree
well with one another.

Reliability is important if we want to compare one measurement to another, because the relationship between two different
variables can’t be any stronger than the relationship between either of the variables and itself (i.e., its reliability). This means that
an unreliable measure can never have a strong statistical relationship with any other measure. For this reason, researchers
developing a new measurement (such as a new survey) will often go to great lengths to establish and improve its reliability.

Figure 1: A figure demonstrating the distinction between reliability and validity, using shots at a bullseye. Reliability refers to the
consistency of location of shots, and validity refers to the accuracy of the shots with respect to the center of the bullseye.

2.8.0.1 Validity

Reliability is important, but on its own it’s not enough: After all, I could create a perfectly reliable measurement on a personality
test by re-coding every answer using the same number, regardless of how the person actually answers. We want our measurements
to also be valid — that is, we want to make sure that we are actually measuring the construct that we think we are measuring
(Figure 1). There are many different types of validity that are commonly discussed; we will focus on three of them.

Face validity. Does the measurement make sense on its face? If I were to tell you that I was going to measure a person’s blood
pressure by looking at the color of their tongue, you would probably think that this was not a valid measure on its face. On the
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other hand, using a blood pressure cuff would have face validity. This is usually a first reality check before we dive into more
complicated aspects of validity.

Construct validity. Is the measurement related to other measurements in an appropriate way? This is often subdivided into two
aspects. Convergent validity means that the measurement should be closely related to other measures that are thought to reflect the
same construct. Let’s say that I am interested in measuring how extroverted a person is using either a questionnaire or an interview.
Convergent validity would be demonstrated if both of these different measurements are closely related to one another. On the other
hand, measurements thought to reflect different constructs should be unrelated, known as divergent validity. If my theory of
personality says that extraversion and conscientiousness are two distinct constructs, then I should also see that my measurements of
extraversion are unrelated to measurements of conscientiousness.

Predictive validity. If our measurements are truly valid, then they should also be predictive of other outcomes. For example, let’s
say that we think that the psychological trait of sensation seeking (the desire for new experiences) is related to risk taking in the
real world. To test for predictive validity of a measurement of sensation seeking, we would test how well scores on the test predict
scores on a different survey that measures real-world risk taking.

2.8.1 Critical Evaluation of Statistical Results
We need to evaluate the statistical studies we read about critically and analyze them before accepting the results of the studies.
Common problems to be aware of include:

Problems with samples: A sample must be representative of the population. A sample that is not representative of the
population is biased. Biased samples that are not representative of the population give results that are inaccurate and not valid.

Self-selected samples: Responses only by people who choose to respond, such as call-in surveys, are often unreliable.

Sample size issues: Samples that are too small may be unreliable. Larger samples are better, if possible. In some situations,
having small samples is unavoidable and can still be used to draw conclusions. Examples: crash testing cars or medical testing
for rare conditions.

Undue influence: collecting data or asking questions in a way that influences the response

Non-response or refusal of a participant to participate: The collected responses may no longer be representative of the
population. Often, people with strong positive or negative opinions may answer surveys, which can affect the results.

Causality: A relationship between two variables does not mean that one causes the other to occur. They may be related
(correlated) because of their relationship through a different variable.
Self-funded or self-interest studies: A study performed by a person or organization in order to support their claim. Is the study
impartial? Read the study carefully to evaluate the 
work. Do not automatically assume that the study is good, but do not automatically assume the study is bad either. Evaluate it
on its merits and the work done.
Misleading use of data: improperly displayed graphs, incomplete data, or lack of context

Confounding: When the effects of multiple factors on a response cannot be separated. Confounding makes it difficult or
impossible to draw valid conclusions about the effect of each factor.
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