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6: Confidence Intervals and Sample Size

The inferences that were discussed in chapters 5 and 6 were based on the assumption of an a priori hypothesis that the researcher had about a
population. However, there are times when the researchers do not have a hypothesis. In such cases they would simply like a good estimate of the
parameter.

By now you should realize that the statistic (which comes from the sample) will most likely not equal the parameter of the population, but it will
be relatively close since it is part of the normally distributed collection of possible statistics. Consequently, the best that can be claimed is that the
statistic is a point estimate of the parameter. Because half the statistics that could be selected are higher than the parameter and half are lower, and
because the variation that can be expected for statistics is dependent, in part, upon sample size, then the knowledge of the statistic is insufficient
for determining the degree to which it is a good estimate for the parameter. For this reason, estimates are provided with confidence intervals
instead of point estimates.

You are probably most familiar with the concept of confidence intervals from polling results preceding elections. A reporter might say that 48% of
the people in a survey plan to vote for candidate A, with a margin of error of plus or minus 3%. The interpretation is that between 45% and 51% of
the population of voters will vote for candidate A. The size of the margin of error provides information about the potential gap between the point
estimate (statistic) and the parameter. The interval gives the range of values that is most likely to contain the true parameter. For a confidence
interval of (0.45,0.51) the possibility exists that the candidate could have a majority of the support. The margin of error, and consequently the
interval, is dependent upon the degree of confidence that is desired, the sample size, and the standard error of the sampling distribution.

The logic behind the creation of confidence intervals can be demonstrated using the empirical rule, otherwise known as the 68-95-99.7 rule that
you learned in Chapter 5. We know that of all the possible statistics that comprise a sampling distribution, 95% of them are within approximately 2
standard errors of the mean of the distribution. From this we can deduce that the mean of the distribution is within 2 standard errors of 95% of the
possible statistics. By analogy, this is equivalent to saying that if you are less than two meters from the student who is seated next to you, then that
student is less than two meters from you. Consequently, by taking the statistic and adding and subtracting two standard errors, an interval is
created that should contain the parameter for 95% of the statistics we could get using a good random sampling process.

When using the empirical rule, the number 2, in the phrase “2 standard errors”, is called a critical value. However, a good confidence interval
requires a critical value with more precision than is provided by the empirical rule. Furthermore, there may be a desire to have the degree of
confidence be something besides 95%. Common alternatives include 90% and 99% confidence intervals. If the degree of confidence is 95%, then
the critical values separate the middle 95% of the possible statistics from the rest of the distribution. If the degree of confidence is 99%, then the
critical values separate the middle 99% of the possible statistics from the rest of the distribution. Whether the critical value is found in the standard
normal distribution (a z value) or in the t distributions (a t value) is based on the whether the confidence interval is for a proportion or a mean.

The critical value and the standard error of the sampling distribution must be determined in order to calculate the margin of error.

The critical value is found by first determining the area in one tail. The area in the left tail (AL) is found by subtracting the degree of confidence
from 1 and then dividing this by 2.

1 —degree of confidence

Ap = 5 . (6.1)
For example, substituting into the formula for a 95% confidence interval produces
1-0.95
Ap=——=0.025 (6.2)

The critical Z value for an area to the left of 0.025 is -1.96. Because of symmetry, the critical value of an area to the right of 0.025 is +1.96. This
means that if we find the critical values corresponding to an area in the left tail of 0.025, that we will find the lines that separate the group of
statistics with a 95% chance of being selected from the group that has a 5% chance of being selected.
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An area in the left tail of 0.025, which is found in the body of the z distribution table, corresponds with a z* value of -1.96. This is shown in the
section of the Z table shown below.
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Z 0.09 0.08 0.07 0.06 0.05 0.04 0.03 0.02 0.01 0.00
-2.2| 0.0110 | 0.0113 | 0.0116 | 0.0119 | 0.0122 | 0.0125 | 0.0129 | 0.0132 | 0.0136 | 0.0139
-2.1/ 0.0143 | 0.0146 0.0158 | 0.0162 | 0.0166 | 0.0170 | 0.0174 | 0.0179
-2.0[ 0.0183 | 0.0188 0.0202 | 0.0207 | 0.0212 | 0.0217 | 0.0222 | 0.0228
-1.9| 0.0233 | 0.0239 0.0256 | 0.0262 | 0.0268 | 0.0274 | 0.0281 | 0.0287
-1.8| 0.0294 | 0.0301 | 0.0307 | 0.0314 | 0.0322 | 0.0329 | 0.0336 | 0.0344 | 0.0351 | 0.0359
-1.7‘ 0.0367 | 0.0375 | 0.0384 | 0.0392 | 0.0401 | 0.0409 | 0.0418 | 0.0427 | 0.0436 | 0.0446

The critical z value of -1.96 is also called the 2.5th percentile. That means that 2.5% of all possible statistics are below that value.

Critical values can also be found using a TI 84 calculator. Use 2" Distr, #3 invnorm (percentile, p, o). For example invnorm(0.025,0,1) gives
-1.95996 which rounds to -1.96.

Confidence intervals for proportions always have a critical value found on the standard normal distribution. The z value that is found is given the
notation z*. These critical values vary based on the degree of confidence. The other most common confidence intervals are 90% and 99%.
Complete the following table below to find these commonly used critical values.

Degree of Confidence Area in Left Tail z*
0.90
0.95 0.025 1.96
0.99

Confidence intervals for means require a critical value, t*, which is found on the ¢ tables. These critical values are dependent upon both the degree
of confidence and the sample size, or more precisely, the degrees of freedom. The top of the t-table provides a variety of confidence levels along
with the area in one or both tails. The easiest approach to finding the critical ¢* value is to find the column with the appropriate confidence level
then find where that column intersects with the row containing the appropriate degrees of freedom. For example, the t* value for a 95%
confidence interval with 7 degrees of freedom is 2.365.

One Tail

Probability 0.4 0.25 0.1 0.05] 0.025 0.01 0.005 0.0005

Two Tail

Probability 0.8 0.5 0.2 0.1 0.05 0.02 0.01] 0.001

Confidence

Level 20% 50% 80% 90% 95% 98% 99% 99.9%

df
5 0.267 0.727 1.476| 2.015] 2.571 3.365 4.032 6.869
6 0.265 0.718 1.440| 1.943 2.447 3.143 3.707 5.959
7 0.263 0.711 1.415 1.895 2.365 2.998| 3.499| 5.408
8| 0.262 0.706) 1.397| 1.860 2.306) 2.896 3.355] 5.041

The second component of the margin of error, which is the standard error for the sampling distribution, assumes knowledge of the mean of the
distribution (e.g. p; =p and pz = p). When testing hypotheses about the mean of the distribution, we assume these values because we assume
the null hypothesis is true. However, when creating confidence intervals, we admit to not knowing these values and so consequently we cannot use

1—
the standard error. For example, the standard error for the oy = u . Since we don’t know p, we can’t use this formula. Likewise, the
n

o
standard error for the distribution of sample means is oz = T To find o we need to know the population mean, p, but once again we don’t
n

know it, and we don’t even have a hypothesis about it, so consequently we can’t find o. The strategy in both these cases is to find an estimate of
the standard error by using a statistic to estimate the missing parameter. Thus, p is used to estimate p and s is used to estimate . The estimated

p(1—p s
standard errors then become: s; = u and s; = —.

n Jn
The groundwork has now been laid to develop the confidence interval formulas for the situations for which we tested hypotheses in the preceding
chapter, namely p, p4 —pp, i, and pug —pp. The table below summarizes these four parameters, their distributions and estimated standard
errors.

Parameter Distribution Estimated Standard Error
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Parameter Distribution Estimated Standard Error

u 7 ——
Proportion for one population, p AU 1 55 =4 / M
" ppp "

Difference between proportions for two . 15/: - 1‘9 5 _ pa(l—py) n pp(l—pp)

populations, p4 — pp A . SpaPp = ny np
P4~ Ps

13A 1 133’ I}A‘_ l?a

Mean for one population or mean difference for . S
dependent data, p . vn

. X,—x Sz,-Zp =
populations, p4 — g . f4 178 | *A~%B
X4—=Xp

Difference between means of two independent R \/ [ (na— 1)531 +(np—1)s}y 1

ng+ng—2 ng 1

X4 ~Xp X4~ Xp

The reasoning process for determining the formulas for the confidence intervals is the same in all cases.

1. Determine the degree of confidence. The most common are 95%, 99% and 90%.

2. Use the degree of confidence along with the appropriate table (z* or t*) to find the critical value.
3. Multiply the critical value times the standard error to find the margin of error.

4. The confidence interval is the statistic plus or minus the margin of error.

Notice that all the confidence intervals have the same format, even though some look more difficult than others.

statistic = margin of error
statistic 4 critical value x estimated standard error

Confidence intervals about the proportion for one population:

pEz" /p(1-p)n (6-3)

(6.4)

Remember that ¢ = 1-p.

Confidence intervals for the mean for one population:

T+t % (6.5)

Confidence interval for the difference between two independent mean:
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— 82 np — 82
(5A+53it*(\/[ (4= sy + (v 1)Bl[i+i}) (6.6)

na+ng—2 n4 NB
where t* is the appropriate percentile from the t(n, + np - 2) distribution.

The confidence interval formulas are organized below in the same way the hypothesis test formulas were organized in Chapter 6. You should see a
similarity between corresponding formulas.

Proportions (for categorical data) Means (for quantitative data)

iit*%
n
pEzry/p(l-p)n df=n-1
1 - sample Assumptions:

Assumptions:
np>5,n(l—p)>5

If n < 30, population is approximately normally

distributed.
ng —1)s% + (ng —1)s2 1
o @at s[4 2T 02 g ) 1
A ~ « [Pa94  PB4B ng+np—2 ny,
(Pa—ppEzry/ = "=+ ~
2 - samples A B df=ny +ng-2
Assumption: Assumptions:
np>5,n(1—p) > 5 forboth population If n < 30, population is approximately normally
distributed.

What does a confidence interval mean? For a 95% confidence interval, 95% of all possible statistics are within z* (or t*) standard errors of the
mean of the distribution. Therefore, there is a 95% probability that the data that is randomly selected will produce one of those statistics and the
confidence interval that is created will contain the parameter. Whether the interval ultimately does include the parameter or not is unknown. We
only know that if the sampling processes was repeated a large number of times producing many confidence intervals, about 95% of them would
contain the parameter.

Example 1
[ Example 1 |

In an automaticity experiment community college students were given two opportunities to go to the computer lab to test their automaticity
skills (math fact fluency). Students were randomly assigned to use one of two practice programs to determine if one program leads to greater
improvement than the other. These programs will be called program A and program B.

a. What is the 95% confidence interval for the proportion of students who improve from their first attempt to their second attempt if 99 out of
113 students improved?

To help pick the correct confidence interval formula, notice this problem is about proportions and there is only one group of student.

The formula that meets these criteria is: p+2z*,/p(1—p)n. Before substituting, it is necessary to calculate p. Since

. T 99 . . . 0.876(1 —0.876
== 113 =0.876 (round to 3 decimal places), then the confidence interval formula becomes 0.876 +1.96 — 13

simplifies to 0.876 + 0.061. The margin of error is 6.1%. The confidence interval is (0.815,0.937). The conclusion is that we are 95%
confident that the true proportion of students who would improve from one test to the next is between 0.815 (81.5%) and 0.937 (93.7%).

is

I To find this interval on the TI 84 calculator, select Stat, Tests, A 1-PropZInt.

b. What is the 90% confidence interval for the difference in the proportion of students who improved from their first attempt to their second
attempt using Program A (37/45) and Program B (61/67)?

To help pick the correct confidence interval formula, notice this problem is about proportions and there are two different populations — one
using Program A and the other using Program B.
z 37 z 61

. Since py = — =— =0.822 andﬁB:;:—zo.ng,

The f la that ts th iteria is: (p4 —ppg £ 2* =
e rormula that meets ese criteria 1s (pA PB V4 n 45 67

na np
then the confidence interval formula becomes
0.822(1 —0.822) N 0.910(1 —0.910)

45 67
After simplification the confidence interval can be written as a statistic + margin of error: -0.088 4 0.110. The margin of error is 11.0%. The
confidence interval is (-0.198,0.022). The conclusion is that we are 90% confident that the true difference in proportions between those using

0.822—0.910) + 1.645\/
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Program A and those using Program B is between -0.198 and 0.022. Notice that 0 falls within that range, which indicates there is potentially
no difference between these two proportions.

I To find this interval on the TI 84 calculator, select Stat, Tests, B 2-PropZInt.

c. What is the 99% confidence interval for the average improvement from Introductory Algebra students using program B (mean = 5.0, SD =
3.18,n =19).

To help pick the correct confidence interval formula, notice this problem is about means and there is only one population (Introductory
Algebra students using program B).

The formula that meets these criteria is: Z < ¢* —— . There are 18 degrees of freedom (df = n-1) so the ¢* value is 2.878. After substituting for
n

3.18

V19

l To find this interval on the TI 84 calculator, select Stat, Tests, #8 Tinterval.

all the variables the formula becomes 5.0 +2.878 . This simplifies to 5.0 & 2.1. The confidence interval is (2.9, 7.1).

d. What is the 95% confidence for the difference in improvement between introductory algebra and intermediate algebra students using
program A. The statistics for introductory algebra are mean = 2.4, SD = 3.53, n = 16. The statistics for intermediate algebra are mean = 4, SD
=4.89,n =21.

To help pick the correct confidence interval formula, notice this problem is about means but there are two populations (introductory algebra
students and intermediate algebra students). The formula that meets these criteria is:

(na 71)534+(n371)s23 ][i +i])

ng+ng—2 n4 Np

(Tp+Zp it*(\/[

There are 35 degrees of freedom (n4 + np - 2). Unfortunately, this value does not exist on the ¢ table in Chapter 6, so it will be necessary to
estimate it. One approach is to use the critical value for 30 degrees of freedom (2.042) which is larger than the critical value for 40 degrees of
freedom (2.021) as this will ensure that the confidence interval is at least as large as necessary. After substituting for all the variables, the

[1 1
formula becomes (2.4 —4) £2.042(4.359 16 + 51 ) and with simplification -1.6 & 2.95. The interval is (-4.55,1.35). Because the critical

t* value is slightly larger than it should be, the interval is slightly wider than it would be calculated using the functions on a TI 84 calculator
(-4.537,1.3368).

l The second approach is to find this interval on the TI 84 calculator. Select Stat, Tests, #0 2-SampTInt.

Sample Size Estimation

The margin of error portion of a confidence interval formula can also be used to estimate the sample size that needed. Let E represent the desired

1%
margin of error. If sampling of categorical data for one population is done, then £ = z* u . Solve this for n using algebra. Since the goal
n

is to make sure the sample size is large enough, and since p is not known in advance, then it is necessary to make sure that p(1 —p) is the largest
possible value. That will happen when p = 0.5.

T
B PA=P)
n
E p(1-p)
z* n
E> _ p(1-p)
2 N n
2 p(1—p)
n=
E2
20.5(0.5)
- =
0.252* P
n= orn —
E2 4E?
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Estimate the sample size needed for a national presidential poll if the desired margin of error is 3%. Assume 95% degree of confidence.

1.96?
n=———— =1067.1 or 1068 (round up to get enough in the ample).
2(0.03)2 ( ptog g ple)

This page titled 6: Confidence Intervals and Sample Size is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Peter Kaslik
via source content that was edited to the style and standards of the LibreTexts platform.

https://stats.libretexts.org/@go/page/5323


https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/5323?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Foundations_in_Statistical_Reasoning_(Kaslik)/06%3A_Confidence_Intervals_and_Sample_Size
https://creativecommons.org/licenses/by-nc-sa/4.0
https://sites.google.com/site/piercecollegemathkaslik/
https://sites.google.com/site/offthebeatenmathpath/foundations-in-statistical-reasoning-second-edition

