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11.6: Scores on Job Application Tests

Our data come from three groups of 10 people each, all of whom applied for a single job opening: those with no college degree,
those with a college degree that is not related to the job opening, and those with a college degree from a relevant field. We want to
know if we can use this group membership to account for our observed variability and, by doing so, test if there is a difference
between our three group means. We will start, as always, with our hypotheses.

Step 1. State the Hypotheses

Our hypotheses are concerned with the means of groups based on education level, so:

Hj : There is no difference between the means of the education groups
Ho @ = po = ps
H, : At least one mean is different

Again, we phrase our null hypothesis in terms of what we are actually looking for, and we use a number of population parameters
equal to our number of groups. Our alternative hypothesis is always exactly the same.
Step 2: Find the Critical Values

Our test statistic for ANOVA, as we saw above, is F'. Because we are using a new test statistic, we will get a new table: the F’
distribution table, the top of which is shown in Figure 11.6.1:

_F-Dmuhmmn Table

N Area in b tail under F-distribution curve

df Degrees of Freedom: Numerator

denom 1 2 L] i b [ 7 8 9 10
1 16145 19950 21571 22458 23016 23399 23677 23888 24054 24188
F 1851 19.00 19.16 1925 1930 1933 19.35 19.37 19.3% 1940
10.13 9.55 928 .12 2.01 M 889 B85 881 M
i .n 694 659 6.39 6.26 616 609 6.04 6.00 596
L] 6.61 5.79 41 il 505 495 488 482 4.Mm 474
6 599 514 476 453 439 428 421 415 4.10 406
2 550 74 135 412 197 87 iTe 173 i68 ieh
8 532 446 407 is4 169 158 3.50 144 139 LEL
5.12 426 186 163 48 137 ire 123 ils 34
10 197 410 in i 113 n il 107 jo2 298
11 154 198 159 136 120 110 i01 295 2190 285
12 475 189 149 126 311 1.00 29 285 280 275
13 467 181 34l ilg 303 192 283 .17 2N 167
14 4.60 374 334 3 296 285 276 270 265 260
15 454 88 0 106 290 279 21 264 259 154
16 149 6 4 301 285 274 ! 66 259 254 149
17 445 359 320 297 2 81 270 261 ? 55 249 245
18 141 56 316 293 277 166 258 2.51 246 241
19 418 352 3113 2190 274 163 154 248 142 138
20 435 149 310 287 M 180 251 2.45 2.9 235
21 433 147 307 284 269 257 249 242 23 132
p 2. 430 344 3.05 282 266 255 246 240 30
21 428 142 3.03 280 64 53 244 38 22
24 426 40 ol 278 6 251 242 6 26
25 424 9 ? 6 2 60 149 2 41 234 228 224
26 123 o8 274 ? 59 247 239 232 7 22
27 421 96 273 257 246 237 231 225 220

Figure 11.6.1: F distribution table.

The F' table only displays critical values for o = 0.05. This is because other significance levels are uncommon and so it is not
worth it to use up the space to present them. There are now two degrees of freedom we must use to find our critical value:
Numerator and Denominator. These correspond to the numerator and denominator of our test statistic, which, if you look at the
ANOVA table presented earlier, are our Between Groups and Within Groups rows, respectively. The dfp is the “Degrees of
Freedom: Numerator” because it is the degrees of freedom value used to calculate the Mean Square Between, which in turn was the
numerator of our F statistic. Likewise, the dfy is the “df denom.” (short for denominator) because it is the degrees of freedom
value used to calculate the Mean Square Within, which was our denominator for F'.

The formula for dfp is k—1, and remember that k is the number of groups we are assessing. In this example, k =3 so our dfp =
2. This tells us that we will use the second column, the one labeled 2, to find our critical value. To find the proper row, we simply
calculate the dfy,, which was N—k. The original prompt told us that we have “three groups of 10 people each,” so our total
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sample size is 30. This makes our value for dfy = 27. If we follow the second column down to the row for 27, we find that our
critical value is 3.35. We use this critical value the same way as we did before: it is our criterion against which we will compare our
obtained test statistic to determine statistical significance.

Step 3: Calculate the Test Statistic

Now that we have our hypotheses and the criterion we will use to test them, we can calculate our test statistic. To do this, we will
fill in the ANOVA table. When we do so, we will work our way from left to right, filling in each cell to get our final answer. We
will assume that we are given the S'S values as shown below:

Table 11.6.1: ANOVA Table

Source SS df MS F
Between 8246
Within 3020
Total

These may seem like random numbers, but remember that they are based on the distances between the groups themselves and
within each group. Figure 11.6.2 shows the plot of the data with the group means and grand mean included. If we wanted to, we
could use this information, combined with our earlier information that each group has 10 people, to calculate the Between Groups
Sum of Squares by hand. However, doing so would take some time, and without the specific values of the data points, we would
not be able to calculate our Within Groups Sum of Squares, so we will trust that these values are the correct ones.

* No Degree
* Rewnart Degres
* T = Unrelated Degree i

Score

a0
L
-

Figure 11.6.2: Means
We were given the sums of squares values for our first two rows, so we can use those to calculate the Total Sum of Squares.

Table 11.6.2: Total Sum of Squares

Source SS df MS F
Between 8246
Within 3020
Total 11266

We also calculated our degrees of freedom earlier, so we can fill in those values. Additionally, we know that the total degrees of
freedom is N—1, which is 29. This value of 29 is also the sum of the other two degrees of freedom, so everything checks out.

Table 11.6.3: Total Sum of Squares

Source SS df MS F
Between 8246 2
Within 3020 27
Total 11266 29
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Now we have everything we need to calculate our mean squares. Our M S values for each row are just the SS divided by the df
for that row, giving us:

Table 11.6.4: Total Sum of Squares

Source SS df MS F
Between 8246 2 4123
Within 3020 27 111.85
Total 11266 29

Remember that we do not calculate a Total Mean Square, so we leave that cell blank. Finally, we have the information we need to
calculate our test statistic. F' is our M Sp divided by M Sy .

Table 11.6.5: Total Sum of Squares

Source SS df MS F
Between 8246 2 4123 36.86
Within 3020 27 111.85
Total 11266 29

So, working our way through the table given only two S'S values and the sample size and group size given before, we calculate our
test statistic to be Fyp; = 36.86, which we will compare to the critical value in step 4.

Step 4: Make the Decision

Our obtained test statistic was calculated to be F,;; = 36.86 and our critical value was found to be F'* = 3.35. Our obtained
statistic is larger than our critical value, so we can reject the null hypothesis.

Reject Hy. Based on our 3 groups of 10 people, we can conclude that job test scores are statistically significantly different based on
education level, F'(2,27) = 36.86,p < .05

Notice that when we report F', we include both degrees of freedom. We always report the numerator then the denominator,
separated by a comma. We must also note that, because we were only testing for any difference, we cannot yet conclude which
groups are different from the others. We will do so shortly, but first, because we found a statistically significant result, we need to
calculate an effect size to see how big of an effect we found.

This page titled 11.6: Scores on Job Application Tests is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the
style and standards of the LibreTexts platform.
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