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11.4: ANOVA and Type I Error
You may be wondering why we do not just use another -test to test our hypotheses about three or more groups the way we did in
Unit 2. After all, we are still just looking at group mean differences. The reason is that our -statistic formula can only handle up to
two groups, one minus the other. With only two groups, we can move our population parameters for the group means around in our
null hypothesis and still get the same interpretation: the means are equal, which can also be concluded if one mean minus the other
mean is equal to zero. However, if we tried adding a third mean, we would no longer be able to do this. So, in order to use -tests to
compare three or more means, we would have to run a series of individual group comparisons. 
 
For only three groups, we would have three -tests: group 1 vs group 2, group 1 vs group 3, and group 2 vs group 3. This may not
sound like a lot, especially with the advances in technology that have made running an analysis very fast, but it quickly scales up.
With just one additional group, bringing our total to four, we would have six comparisons: group 1 vs group 2, group 1 vs group 3,
group 1 vs group 4, group 2 vs group 3, group 2 vs group 4, and group 3 vs group 4. This makes for a logistical and computation
nightmare for five or more groups. 
 
A bigger issue, however, is our probability of committing a Type I Error. Remember that a Type I error is a false positive, and the
chance of committing a Type I error is equal to our significance level, . This is true if we are only running a single analysis (such
as a -test with only two groups) on a single dataset. However, when we start running multiple analyses on the same dataset, our
Type I error rate increases, raising the probability that we are capitalizing on random chance and rejecting a null hypothesis when
we should not. ANOVA, by comparing all groups simultaneously with a single analysis, averts this issue and keeps our error rate at
the  we set.

This page titled 11.4: ANOVA and Type I Error is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Foster
et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the style and
standards of the LibreTexts platform.
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