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12.4: Pearson’s r
There are several different types of correlation coefficients, but we will only focus on the most common: Pearson’s .  is a very
popular correlation coefficient for assessing linear relations, and it serves as both a descriptive statistic (like ) and as a test
statistic (like ). It is descriptive because it describes what is happening in the scatterplot;  will have both a sign (+/–) for the
direction and a number (0 – 1 in absolute value) for the magnitude. As noted above, assumes a linear relation, so nothing about 
will suggest what the form is – it will only tell what the direction and magnitude would be if the form is linear (Remember: always
make a scatterplot first!).  also works as a test statistic because the magnitude of  will correspond directly to a  value as the
specific degrees of freedom, which can then be compared to a critical value. Luckily, we do not need to do this conversion by hand.
Instead, we will have a table of  critical values that looks very similar to our  table, and we can compare our  directly to those.

The formula for  is very simple: it is just the covariance (defined above) divided by the standard deviations of  and :

The first formula gives a direct sense of what a correlation is: a covariance standardized onto the scale of  and ; the second
formula is computationally simpler and faster. Both of these equations will give the same value, and as we saw at the beginning of
the chapter, all of these values are easily computed by using the sum of products table. When we do this calculation, we will find
that our answer is always between -1.00 and 1.00 (if it’s not, check the math again), which gives us a standard, interpretable metric,
similar to what -scores did.

It was stated earlier that  is a descriptive statistic like , and just like , it corresponds to a population parameter. For
correlations, the population parameter is the lowercase Greek letter  (“rho”); be careful not to confuse  with a -value – they look
quite similar.  is an estimate of  just like  is an estimate of . Thus, we will test our observed value of  that we calculate from
the data and compare it to a value of  specified by our null hypothesis to see if the relation between our variables is significant, as
we will see in our example next.
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