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6.4: Scatterplots

As noted earlier, it is often useful to try and see patterns between two variables. We examined the density plots of males and
females with regard to climate change risk, then we tested these differences for statistical significance. However, we often want to
know more than the mean difference between groups; we may also want to know if differences exist for variables with several
possible values. For example, here we examine the relationship between ideology and perceived risk of climate change. One of the
more efficient ways to do this is to produce a scatterplot. %Use geom_jitter. This is because ideology and glbcc risk are discrete
variables(i.e., whole numbers), so we need to “jitter” the data. If your values are continuous, use .13 The result is
shown in Figure.
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Figure 6.4.7: Scatterplot of Ideology and glbcc Risk

We can see that the density of values indicates that strong liberals—11’s on the ideology scale—tend to view climate change as
quite risky, whereas strong conservatives—77’s on the ideology scale—tend to view climate change as less risky. Like our previous
example, we want to know more about the nature of this relationship. Therefore, we can plot a regression line and a “loess” line.
These lines are the linear and nonlinear estimates of the relationship between political ideology and the perceived risk of climate
change. We’ll have more to say about the linear estimates when we turn to regression analysis in the next chapter.
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ds %>%
drop_na(glbcc_risk, ideol) %>%
ggplot(aes(ideol, glbcc_risk)) +
geom_jitter(shape = 1) +
geom_smooth(method = "loess", color = "green") +
geom_smooth(method = "1Im", color = "red")
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Figure 6.4.8: Scatterplot of Ideology and GLBCC Risk with Regression Line and Lowess Line

Note that the regression lines both slope downward, with average perceived risk ranging from over 8 for the strong liberals
(ideology=1) to less than 5 for strong conservatives (ideology=7). This illustrates how scatterplots can provide information about

the nature of the relationship between two variables. We will take the next step — to bivariate regression analysis — in the next
chapter.
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df P-Value

df 0.25 0.20 | 015 | 010 | 005 [ 0025 0.02 | 0.01 | 0.005 | 0.0025 | 0.001 | 0.0005
1 1.32 1.64 2,07 | 271 3.84 | 502 | 541 6.63 7.88 9.14 10.83 | 12.12
2 297 | 3.22 3.79 | 461 599 | 7.38 T.B2 | 9.21 | 1060 | 11.98 | 13.82 | 15.20
3 411 4.64 5.32 | 625 | T.81 935 | 9.84 | 11.34 | 12,84 | 1432 | 16.27 | 17.73
4 5.39 5.50 6.74 T7.78 949 | 11.14 | 11.67 | 13.23 | 14.86 | 1642 | 1847 | 20.00
5 6.63 | 7.20 | 212 | 924 | 11.07 | 12,83 | 13.33 | 15.09 | 16.75 | 18.39 [ 20.51 | 22,11
6 T.84 5.56 9.45 | 10.64 | 12,53 | 14,45 | 15.03 | 16.81 | 13.05 | 2025 | 2246 | 24.10
T 9.04 5.80 | 10,75 | 12.02 | 14.07 | 16.01 | 1662 | 1848 | 20258 | 22.04 | 24.32 | 26.02
8 10.22 | 11.03 | 12.03 | 13.36 | 15.51 | 17.53 | 1817 | 20.00 | 21.95 | 23.77 | 26.12 | 27.87
a9 11.39 | 12,24 | 13.29 | 14.68 | 16.92 | 19.02 | 19.63 | 21.67 | 23.09 | 2546 | 27.83 | 29.67

10 | 1255 | 13.44 | 14.53 | 15.99 | 1831 | 2048 | 21.16 | 23.21 | 25.19 | 27.11 | 29.59 | 31.42
11 ] 13.70 | 1463 | 15,77 | 17.20 | 19.68 | 21.02 | 22,62 | 24.72 | 26.76 | 28.73 | 31.26 | 33.14
12 | 14.85 | 15.81 | 16.99 | 18.55 | 21.03 | 23.34 | 24.05 | 26.22 | 28.30 | 3032 | 32.91 | 34.82
13 | 1593 | 1558 | 1890 | 19.81 | 22.36 | 24.74 | 2547 | 27.60 | 20.82 | 31.88 | 3453 | 36.48
14 ) 1712 | 1815 | 194 | 21.06 | 23.68 | 26,12 | 26.87 | 20,14 | 31.32 | 3343 | 36.12 | 38.11
15 | 18.25 | 1931 | 20,60 | 22.31 | 25.00 | 27.49 | 28.26 | 30.58 | 32.80 | 34.95 | 37.70 | 39.72
16 | 19.37 | 2047 | 21.79 | 23.54 | 26.30 | 28,85 | 29.63 | 32.00 | 34.27 | 36.46 | 39.25 | 41.31
17 | 2049 | 21.61 | 22098 | 24.77 | 27.50 | 30.19 | 31.00 | 33.41 | 35.72 | 37.05 | 40.79 | 42.88
18 | 21,60 | 22.76 | 24.16 | 25.99 | 28,87 | 31.53 | 32,35 | 34.81 | 37.16 | 3942 | 4231 | 4443
19 | 22,72 | 23.90 | 25.33 | 27.20 | 30.14 | 32.85 | 33.60 | 36.10 | 38.558 | 4088 | 43.82 | 45.97
20 | 23.83 | 25.04 | 26.50 | 28.41 | 31.41 | 3417 | 35.02 | 37.57 | 40.00 | 42,34 | 4531 | 47.50
21 | 24.93 | 26,17 | 27.66 | 20.62 | 30.67 | 35,48 | 36.34 | 38.03 | 41.40 | 43.78 | 46.80 | 49.01
22 | 26.04 | 27.30 | 28.82 | 30.81 | 33.92 | 36.7R | 37.66 | 40.20 | 42,80 | 45.20 | 48.27 | 50.51
23 | 27.14 | 2843 | 2098 | 32.01 | 3517 | 38.08 | 3807 | 41.64 | 4418 | 46.62 | 49.73 | 52.00
24 | 28.24 | 2055 | 31.13 | 33.20 | 36.42 | 30.36 | 40.27 | 42,098 | 45.56 | 48.03 | 51.18 | 53.48
25 | 29.34 | 30.68 | 32.28 | 34.38 | 37.65 | 40.65 | 41.57 | 44.31 | 46.93 | 4944 | 52.62 | 54.95
26 | 3043 | 31.70 | 33.43 | 35.56 | 38.80 | 41.92 | 42,86 | 45.64 | 48.29 | 50.83 | 54.05 | 56.41
27 | 31.53 | 32.01 | 34.57 | 36.74 | 40.11 | 4319 | 44.14 | 46.96 | 49.64 | 52.22 | 55,48 | 47.86
28 | 32.62 | 34.03 | 35.71 | 37.92 | 41.34 | 4446 | 4542 | 48.28 | 50.99 | 33.59 | 56.80 | 50.30
29 | 33.71 | 35.14 | 36.85 | 30.09 | 4256 | 45.72 | 46.69 | 49.50 | 52.34 | 54.97 | 58.30 | 60.73

30 | 34.80 | 36.25 | 37.99 | 40.26 | 43.77 | 46.98 | 47.96 | 50.80 | 53.67 | 56.33 | 59.70 | 62.16
40 | 45.62 | 47.27 | 49.24 | 5181 | 55.76 | 50.34 | 60.44 | 63.69 | 66.77 | 69.70 | 73.40 | T6.09
A0 | 56.33 | 53.16 | 60.35 | 63.17 | 67.50 | TL42 | 72.61 | 76.15 | 79.49 | 82.66 | 86.66 | 50.56
60 | 66.98 | 6807 | 71.34 | 74.40 | 70.08 | 83.30 | 84.58 | BE3R | 01.95 | 0534 [ 0961 | 102.7
80 | 88.13 | 90.41 | 93.11 | 96.58 | 101.9 | 106.6 | 1081 | 112.3 | 116.3 | 120.1 | 124.8 | 128.3
100 | 109.1 | 1107 | 114.7 | 1185 | 1243 | 129.6 | 131.1 | 135.8 | 140.2 | 1443 | 1494 | 153.2

Figure 6.4.9: Chi Square Table

12. To reiterate the general decision rule: if the probability that we could have a 20% difference in our sample if the null hypothesis
is true is less than .05, we will reject our null hypothesis.<

13. That means a “jit” (a very small value) is applied to each observed point on the plot, so you can see observations that are
“stacked” on the same coordinate. Ha! Just kidding; they’re not called jits. We don’t know what they’re called. But they ought
to be called jits.«
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