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4.2: Summarizing Data Using Tables
A simple way to summarize data is to generate a table representing counts of various types of observations. This type of table has
been used for thousands of years (see Figure 4.1).

Figure 4.1: A Sumerian tablet from the Louvre, showing a sales contract for a house and field. Public domain, via Wikimedia
Commons.

Let’s look at some examples of the use of tables, again using the NHANES dataset. Type the command help(NHANES)  in the
RStudio console, and scroll through the help page, which should open within the Help panel if you are using RStudio. This page
provides some information about the dataset as well as a listing of all of the variables included in the dataset. Let’s have a look at a
simple variable, called “PhysActive” in the dataset. This variable contains one of three different values: “Yes” or “No” (indicating
whether or not the person reports doing “moderate or vigorous-intensity sports, fitness or recreational activities”), or “NA” if the
data are missing for that individual. There are different reasons that the data might be missing; for example, this question was not
asked of children younger than 12 years of age, while in other cases an adult may have declined to answer the question during the
interview.

4.2.1 Frequency distributions

Let’s look at how many people fall into each of these categories. We will do this in R by selecting the variable of interest
(PhysActive) from the NHANES dataset, grouping the data by the different values of the variable, and then counting how many
values there are in each group:

PhysActive AbsoluteFrequency

No 2473

Yes 2972

NA 1334

This table shows the frequencies of each of the different values; there were 2473 individuals who responded “No” to the question,
2972 who responded “Yes”, and 1334 for whom no response was given. We call this a frequency distribution because it tells us
how frequent each of the possible values is within our sample.

This shows us the absolute frequency of the two responses, for everyone who actually gave a response. We can see from this that
there are more people saying “Yes” than “No”, but it can be hard to tell from absolute numbers how big the difference is. For this

https://libretexts.org/
https://creativecommons.org/licenses/by-nc/4.0/
https://stats.libretexts.org/@go/page/7742?pdf
https://stats.libretexts.org/Bookshelves/Introductory_Statistics/Statistical_Thinking_for_the_21st_Century_(Poldrack)/04%3A_Summarizing_Data/4.02%3A_Summarizing_Data_Using_Tables


4.2.2 https://stats.libretexts.org/@go/page/7742

reason, we often would rather present the data using relative frequency, which is obtained by dividing each frequency by the sum of
all frequencies:

The relative frequency provides a much easier way to see how big the imbalance is. We can also interpret the relative frequencies
as percentages by multiplying them by 100. In this example, we will drop the NA values as well, since we would like to be able to
interpret the relative frequencies of active versus inactive people.

Table 4.1: Absolute and relative frequencies and percentages for PhysActive variable

PhysActive AbsoluteFrequency RelativeFrequency Percentage

No 2473 0.45 45

Yes 2972 0.55 55

This lets us see that 45.4 percent of the individuals in the NHANES sample said “No” and 54.6 percent said “Yes”.

4.2.2 Cumulative distributions
The PhysActive variable that we examined above only had two possible values, but often we wish to summarize data that can have
many more possible values. When those values are quantitative, then one useful way to summarize them is via what we call a
cumulative frequency representation: rather than asking how many observations take on a specific value, we ask how many have a
value of at least some specific value.

Let’s look at another variable in the NHANES dataset, called SleepHrsNight which records how many hours the participant reports
sleeping on usual weekdays. Let’s create a frequency table as we did above, after removing anyone who didn’t provide a response
to the question.

Table 4.2: Frequency distribution for number of hours of sleep per night in the NHANES dataset

SleepHrsNight AbsoluteFrequency RelativeFrequency Percentage

2 9 0.00 0.18

3 49 0.01 0.97

4 200 0.04 3.97

5 406 0.08 8.06

6 1172 0.23 23.28

7 1394 0.28 27.69

8 1405 0.28 27.90

9 271 0.05 5.38

10 97 0.02 1.93

11 15 0.00 0.30

12 17 0.00 0.34

We can already begin to summarize the dataset just by looking at the table; for example, we can see that most people report
sleeping between 6 and 8 hours. Let’s plot the data to see this more clearly. To do this we can plot a histogram which shows the
number of cases having each of the different values; see left panel of Figure 4.2. The ggplot2() library has a built in histogram
function ( geom_histogram() ) which we will often use. We can also plot the relative frequencies, which we will often refer
to as densities - see the right panel of Figure 4.2.

 relativefrequenc =yi
absolute frequencyi
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Figure 4.2: Left: Histogram showing the number (left) and proportion (right) of people reporting each possible value of the
SleepHrsNight variable.

What if we want to know how many people report sleeping 5 hours or less? To find this, we can compute a cumulative distribution.
To compute the cumulative frequency for some value j, we add up the frequencies for all of the values up to and including j:

cumulative frequency  absolute frequency 

Table 4.3: Absolute and cumulative frquency distributions for SleepHrsNight variable

SleepHrsNight AbsoluteFrequency CumulativeFrequency

2 9 9

3 49 58

4 200 258

5 406 664

6 1172 1836

7 1394 3230

8 1405 4635

9 271 4906

10 97 5003

11 15 5018

12 17 5035

In the left panel of Figure 4.3 we plot the data to see what these representations look like; the absolute frequency values are plotted
in solid lines, and the cumulative frequencies are plotted in dashed lines We see that the cumulative frequency is monotonically
increasing – that is, it can only go up or stay constant, but it can never decrease. Again, we usually find the relative frequencies to
be more useful than the absolute; those are plotted in the right panel of Figure 4.3.

=j ∑
j

i=1 i
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Figure 4.3: A plot of the relative (solid) and cumulative relative (dashed) values for frequency (left) and proportion (right) for the
possible values of SleepHrsNight.

4.2.3 Plotting histograms

Figure 4.4: A histogram of the Age (left) and Height (right) variables in NHANES.

The variables that we examined above were fairly simple, having only a few possible values. Now let’s look at a more complex
variable: Age. First let’s plot the Age variable for all of the individuals in the NHANES dataset (see left panel of Figure 4.4). What
do you see there? First, you should notice that the number of individuals in each age group is declining over time. This makes sense
because the population is being randomly sampled, and thus death over time leads to fewer people in the older age ranges. Second,
you probably notice a large spike in the graph at age 80. What do you think that’s about?

If you look at the help function for the NHANES dataset, you will see the following definition: “Age in years at screening of study
participant. Note: Subjects 80 years or older were recorded as 80.” The reason for this is that the relatively small number of
individuals with very high ages would make it potentially easier to identify the specific person in the dataset if you knew their exact
age; researchers generally promise their participants to keep their identity confidential, and this is one of the things they can do to
help protect their research subjects. This also highlights the fact that it’s always important to know where one’s data have come
from and how they have been processed; otherwise we might interpret them improperly, thinking that 80-year-olds had been
somehow overrepresented in the sample.

Let’s look at another more complex variable in the NHANES dataset: Height. The histogram of height values is plotted in the right
panel of Figure 4.4. The first thing you should notice about this distribution is that most of its density is centered around about 170
cm, but the distribution has a “tail” on the left; there are a small number of individuals with much smaller heights. What do you
think is going on here?

You may have intuited that the small heights are coming from the children in the dataset. One way to examine this is to plot the
histogram with separate colors for children and adults (left panel of Figure 4.5). This shows that all of the very short heights were
indeed coming from children in the sample. Let’s create a new version of NHANES that only includes adults, and then plot the
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histogram just for them (right panel of Figure 4.5). In that plot that the distribution looks much more symmetric. As we will see
later, this is a nice example of a normal (or Gaussian) distribution.

Figure 4.5: Histogram of heights for NHANES. A: values plotted separately for children (gray) and adults (black). B: values for
adults only. C: Same as B, but with bin width = 0.1

4.2.4 Histogram bins
In our earlier example with the sleep variable, the data were reported in whole numbers, and we simply counted the number of
people who reported each possible value. However, if you look at a few values of the Height variable in NHANES, you will see
that it was measured in centimeters down to the first decimal place:

Table 4.4: A few values from the NHANES data frame.

Height

170

170

168

155

174

174

Panel C of Figure 4.5 shows a histogram that counts the density of each possible value. That histogram looks really jagged, which
is because of the variability in specific decimal place values. For example, the value 173.2 occurs 32 times, while the value 173.3
only occurs 15 times. We probably don’t think that there is really such a big difference between the prevalence of these two
weights; more likely this is just due to random variability in our sample of people.
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In general, when we create a histogram of data that are continuous or where there are many possible values, we will bin the values
so that instead of counting and plotting the frequency of every specific value, we count and plot the frequency of values falling
within a specific range. That’s why the plot looked less jagged above in Panel B of 4.5; in this panel we set the bin width to 1,
which means that the histogram is computing by combining values within bins with a width of one; thus, the values 1.3, 1.5, and
1.6 would all count toward the frequency of the same bin, which would span from values equal to one up through values less than
2.

Note that once the bin size has been selected, then the number of bins is determined by the data:

number of bins 

There is no hard and fast rule for how to choose the optimal bin width. Occasionally it will be obvious (as when there are only a
few possible values), but in many cases it would require trial and error. There are methods that try to find an optimal bin size
automatically, such as the Freedman-Diaconis method (that is implemented within the nclass.FD()  function in R); we will
use this function in some later examples.

This page titled 4.2: Summarizing Data Using Tables is shared under a CC BY-NC 4.0 license and was authored, remixed, and/or curated by
Russell A. Poldrack via source content that was edited to the style and standards of the LibreTexts platform.
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