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4.1: Definitions for Probability

Sample Spaces, Set Operations, and Probability Models
Let’s get right to the definitions.

DEFINITION 4.1.1. Suppose we have a repeatable experiment we want to investigate probabilistically. The things that happen
when we do the experiment, the results of running it, are called the [experimental] outcomes. The set of all outcomes is called the
sample space of the experiment. We almost always use the symbol S for this sample space.

EXAMPLE 4.1.2. Suppose the experiment we are doing is “flip a coin.” Then the sample space would be S = {H,T'}.
EXAMPLE 4.1.3. For the experiment “roll a [normal, six-sided] die,” the sample space would be S ={1,2,3,4,5,6}.
EXAMPLE 4.1.4. For the experiment “roll two dice,” the sample space would be
S={11,12,13,14,15,186,

21,22,23,24,25,26

31,23,33,34, 35,36

41,42,43,44,45,46

51,52,53, 54,55,56

61,62,63,64,65,66
where the notation “nm” means “1% roll resulted in an n, 2"% in an m.”

EXAMPLE 4.1.5. Consider the experiment “flip a coin as many times as necessary to see the first Head.” This would have the
infinite sample space

S={H,TH,TTH,TTTH, TTTTH,...} . (4.1.1)

EXAMPLE 4.1.6. Finally, suppose the experiment is “point a Geiger counter at a lump of radioactive material and see how long
you have to wait until the next click.” Then the sample space S is the set of all positive real numbers, because potentially the
waiting time could be any positive amount of time.

As mentioned in the chapter introduction, we are more interested in

DEFINITION 4.1.7. Given a repeatable experiment with sample space S, an event is any collection of [some, all, or none of the]
outcomes in S; i.e., an event is any subset E of S, written E C S.

There is one special set which is a subset of any other set, and therefore is an event in any sample space.
DEFINITION 4.1.8. The set { } with no elements is called the empty set, for which we use the notation {).

EXAMPLE 4.1.9. Looking at the sample space S = {H,T'} in Example 4.1.2, it’s pretty clear that the following are all the subsets
of S:

0

{H}

{T}
S[={H,T}]

Two parts of that example are always true: () and .S are always subsets of any set S.

Since we are going to be working a lot with events, which are subsets of a larger set, the sample space, it is nice to have a few basic
terms from set theory:

DEFINITION 4.1.10. Given a subset E € S of a larger set S, the complement of E, is the set E¢ = {all the elements of S which are
notin E}.

If we describe an event E in words as all outcomes satisfies some property X, the complementary event, consisting of all the

outcomes not in F, can be described as all outcomes which dont satisfy X. In other words, we often describe the event E°¢ as the
event “not £.”

DEFINITION 4.1.11. Given two sets A and B, their union is the set
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Now if event A is those outcomes having property X and B is those with property Y, the event AU B, with all outcomes in A
together with all outcomes in B can be described as all outcomes satisfying X or Y, thus we sometimes pronounce the event “
AUB”as“Aor B.”

DEFINITION 4.1.12. Given two sets A and B, their intersection is the set

AU B = {all elements which are in A or B [or both]} . (4.1.2)

AN B = {all elements which are in both A and B} . (4.1.3)

If, as before, event A consists of those outcomes having property X and B is those with property Y, the event AN B will consist
of those outcomes which satisfy both X and Y. In other words, “A N B> can be described as “A and B.”

Putting together the idea of intersection with the idea of that special subset () of any set, we get the

DEFINITION 4.1.13. Two sets A and B are called disjoint if AN B =( . In other words, sets are disjoint if they have nothing in
common.

A exact synonym for disjoint that some authors prefer is mutually exclusive. We will use both terms interchangeably in this book.
Now we are ready for the basic structure of probability.

DEFINITION 4.1.14. Given a sample space .S, a probability model on S is a choice of a real number P(E) for every event
E C S which satisfies

1. Forallevents E,0 < P(E)<1.

2.P(@)=1and P(S)=1.

3.Forall events E, P(E°) =1—P(E) .

4.1f A and B are any two disjoint events, then P(AU B) = P(A) + P(B) . [This is called the addition rule for disjoint
events. |

Venn Diagrams

Venn diagrams are a simple way to display subsets of a fixed set and to show the relationships between these subsets and even the
results of various set operations (like complement, union, and intersection) on them. The primary use we will make of Venn
diagrams is for events in a certain sample space, so we will use that terminology [even though the technique has much wider
application].

To make a Venn Diagram, always start out by making a rectangle to represent the whole sample space:

Within that rectangle, we make circles, ovals, or just blobs, to indicate that portion of the sample space which is some event E:
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Sometimes, if the outcomes in the sample space S and in the event A might be indicated in the different parts of the Venn diagram.
So, if S ={a,b,c,d} and A ={a,b} C S, we might draw this as

The complement E° of an event E is easy to show on a Venn diagram, since it is simply everything which is not in E:

If the filled part here is ... then the filled part here is E°
This can actually be helpful in figuring out what must be in E°. In the example above with S = {a,b,c,d} and A = {a,b} C S,
by looking at what is in the shaded exterior part for our picture of E, we can see that for that A, we would get A° = {¢, d}.

Moving now to set operations that work with two events, suppose we want to make a Venn diagram with events A and B. If we
know these events are disjoint, then we would make the diagram as follows:

while if they are known not to be disjoint, we would use instead this diagram:
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For example, it S = {a, b, c,d}, A ={a,b}, and B = {b, ¢}, we would have

*d

When in doubt, it is probably best to use the version with overlap, which then could simply not have any points in it (or could have
zero probability, when we get to that, below).

Venn diagrams are very good at showing unions, and intersection:

If the filled part here is A and the filled part here is B

then

the filled part here is A U B and the filled part hereis AN B

Another nice thing to do with Venn diagrams is to use them as a visual aid for probability computations. The basic idea is to make a
diagram showing the various events sitting inside the usual rectangle, which stands for the sample space, and to put numbers in
various parts of the diagram showing the probabilities of those events, or of the results of operations (unions, intersection, and
complement) on those events.

For example, if we are told that an event A has probability P(A) = .4, then we can immediately fill in the .4 as follows:
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But we can also put a number in the exterior of that circle which represents A, taking advantage of the fact that that exterior is A°
and the rule for probabilities of complements (point (3) in Definition 4.1.14) to conclude that the appropriate number is
1-4=.6:

We recommend that, in a Venn diagram showing probability values, you always put a number in the region exterior to all of the
events [but inside the rectangle indicating the sample space, of course].

Complicating a little this process of putting probability numbers in the regions of a Venn diagram is the situation where we are
giving for both an event and a subsetsubset, C of that event. This most often happens when we are told probabilities both of some
events and of their intersection(s). Here is an example:

EXAMPLE 4.1.15. Suppose we are told that we have two events A and B in the sample space S, which satisfy P(A) = .4,
P(B) =.5,and P(AN B) =.1. First of all, we know that A and B are not disjoint, since if they were disjoint, that would mean
(by definition) that AN B =0, and since P(@) =0 but P(ANB) #0, that is not possible. So we draw a Venn diagram that
we’ve see before:

However, it would be unwise simply to write those given numbers .4, .5, and .1 into the three central regions of this diagram. The
reason is that the number .1 is the probability of AN B, which is a part of A already, so if we simply write .4 in the rest of A, we
would be counting that .1 for the AN B twice. Therefore, before we write a number in the rest of A, outside of AN B, we have to
subtract the .1 for P(A N B). That means that the number which goes in the rest of A should be .4 —.1 =.3. A similar reasoning
tells us that the number in the part of B outside of AN B, should be .5 —.1 =.4. That means the Venn diagram with all
probabilities written in would be:
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The approach in the above example is our second important recommendation for who to put numbers in a Venn diagram showing
probability values: always put a number in each region which corresponds to the probability of that smallest connected region
containing the number, not any larger region.

One last point we should make, using the same argument as in the above example. Suppose we have events A and B in a sample
space S (again). Suppose we are not sure if A and B are disjoint, so we cannot use the addition rule for disjoint events to compute
P(AU B). But notice that the events A and A° are disjoint, so that AN B and A°N B are also disjoint and

A=ANS=AN(BUB")=(ANB)U(ANB°) (4.1.4)
is a decomposition of the event A into the two disjoint events AN B and A°N B. From the addition rule for disjoint events, this
means that

P(A)=P(ANB)+P(ANB°). (4.1.5)
Similar reasoning tells us both that
P(B)=P(ANB)+P(A°NB) (4.1.6)
and that
AUB=(ANB)U(ANB)U(A°NB) (4.1.7)

is a decomposition of AU B into disjoint pieces, so that
P(AUB)=P(ANB*)+P(ANB)+P(A°NB). (4.1.8)
Combining all of these equations, we conclude that
P(A)+P(B)—P(ANB) =P(ANB)+P(ANB°)+P(ANB)+P(A°NB)—-P(ANB)
=P(ANB°)+P(ANB)+P(A°NB)+P(ANB)—-P(ANB)
=P(ANB°)+P(ANB)+P(A°NB)
=P(AUB).
This is important enough to state as a

FACT 4.1.16. The Addition Rule for General Events If A and B are events in a sample space S then we have the addition rule
for their probabilities

P(AUB)=P(A)+P(B)—P(ANB). (4.1.9)

This rule is true whether or not A and B are disjoint.

Finite Probability Models

Here is a nice situation in which we can easily calculate a lot of probabilities fairly easily: if the sample space S of some
experiment is finite.

So let’s suppose the sample space consists of just the outcomes S = {01, 02, . .., 0, }. For each of the outcomes, we can compute
the probability:
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p1=P({o1})
p2 =P({02})

pn =P({0,})

Let’s think about what the rules for probability models tell us about these numbers p1, p2, . . . , p,. First of all, since they are each
the probability of an event, we see that

0<p1 <1
0<p<1

0<p, <1

Furthermore, since S = {01,02,...,0,} ={01}U{02}U---U{0,} and all of the events {01}, {02}, ..., {0, }are disjoint, by
the addition rule for disjoint events we have

1=P(S) =P({o1,02,...,0n})
=P{o1}U{or}U---U{on})
=P({o1})+P({o2})+---+P({on.})
=p1tp2t---+Dn-
The final thing to notice about this situation of a finite sample space is that if E C S is any event, then E will be just a collection
of some of the outcomes from {01, 09, ..., 0,} (maybe none, maybe all, maybe an intermediate number). Since, again, the events
like {01} and {02} and so on are disjoint, we can compute

P(E) = P({the outcomes o; which make up E'})
= Z{the p;’s for the outcomes in E} .

In other words

FACT 4.1.17. A probability model on a sample space .S with a finite number, n, of outcomes, is nothing other than a choice of real
numbers p1, pa, ..., Py, all in the range from 0 to 1 and satisfying p; +ps +--- +p, =1 . For such a choice of numbers, we can
compute the probability of any event E C S as

P(E)= Z{the p_j’s corresponding to the outcomes o_j which make up E} . (4.1.10)

EXAMPLE 4.1.18. For the coin flip of Example 4.1.2, there are only the two outcomes H and T for which we need to pick two
probabilities, call them p and q. In fact, since the total must be 1, we know that p+q =1 or, in other words, ¢ =1 —p . The the
probabilities for all events (which we listed in Example 4.1.9) are

P®) =0
P({H}) =p
pP({T}) =q=1-p
P({H,T}) =p+q=1
What we’ve described here is, potentially, a biased coin, since we are not assuming that p = ¢ — the probabilities of getting a head
and a tail are not assumed to be the same. The alternative is to assume that we have a fair coin, meaning that p = q. Note that in

such a case, since p+¢ =1, we have 2p = 1 and so p = 1/2. That is, the probability of a head (and, likewise, the probability of a
tail) in a single throw of a fair coin is 1/2.

EXAMPLE 4.1.19. As in the previous example, we can consider the die of Example 4.1.3 to a fair die, meaning that the individual
face probabilities are all the same. Since they must also total to 1 (as we saw for all finite probability models), it follows that

PL=p2=p3 =ps=p; =ps = 1/6. (4.1.11)

We can then use this basic information and the formula (for P(E)) in Fact 4.1.17 to compute the probability of any event of
interest, such as
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1 1
P(*“roll waseven”) = P({2,4,6}) = s 6" 2" (4.1.12)

We should immortalize these last two examples with a

[def:fair] When we are talking about dice, coins, individuals for some task, or another small, practical, finite experiment, we use the
term fair to indicate that the probabilities of all individual outcomes are equal (and therefore all equal to the the number 1/n,
where n is the number of outcomes in the sample space). A more technical term for the same idea is equiprobable, while a more
casual term which is often used for this in very informal settings is “at random” (such as “pick a card at random from this deck”
or “pick a random patient from the study group to give the new treatment to...”).

EXAMPLE 4.1.21. Suppose we look at the experiment of Example 4.1.4 and add the information that the two dice we are rolling
are fair. This actually isn’t quite enough to figure out the probabilities, since we also have to assure that the fair rolling of the first
die doesn’t in any way affect the rolling of the second die. This is technically the requirement that the two rolls be independent, but
since we won’t investigate that carefully until §2, below, let us instead here simply say that we assume the two rolls are fair and are
in fact completely uninfluenced by anything around them in the world including each other.

What this means is that, in the long run, we would expect the first die to show a 1 roughly %th of the time, and in the very long run,
the second die would show a 1 roughly %th of those times. This means that the outcome of the “roll two dice” experiment should
be 11 with probability % — and the same reasoning would show that all of the outcomes have that probability. In other words, this
is an equiprobable sample space with 36 outcomes each having probability 31—6. Which in turn enables us to compute any
probability we might like, such as

P(" *sum of the two rollsis 4”’) = P({13, 22, 31})

_1+1+1
36 36 36

_3

"~ 36

_ 1

12

This page titled 4.1: Definitions for Probability is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Jonathan
A. Poritz via source content that was edited to the style and standards of the LibreTexts platform.
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